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ABSTRACT

Accurate characterisation of the hydraulic envirenmis a key step in describing
hydromorphology at an ecologically relevant scaleciw has relevance to several aspects of
river management, including monitoring river healttesigning environmental flows and
evaluating river rehabilitation measures. Howemrent hydraulic habitat quantification
methods oversimplify the spatial heterogeneity leé tiydraulic environment and do not
explain or interpret the spatial arrangement diedént habitat units sufficiently or define the
dynamics of these shifting patterns. This reseaqmblied a novel numerical classification
method and a landscape ecology framework to quatitéd composition and configuration
hydraulic patches in three UK lowland river reaclgdive different flows. Five spatially
coherent hydraulic patches, defined by the joistrdiution of depth-velocity, were optimally
delineated from hydraulic point data at each reasing the Gustafson-Kessel fuzzy
clustering algorithm. Transitional zones betweenlrhylic patches occupied between 18-
30% and represent an application of the ecotoneeminto the instream environment.
Hydraulic patch diversity increased with dischargeaking at high flow (Q38-Q22),
suggesting that the provision of high flows is imtpat for maximising hydraulic
heterogeneity. The dominance of shallow, slow pegcit low flow was gradually replaced
by faster, deeper hydraulic patches at high fldusitating the effect of discharge on the
availability of different hydraulic patch types. &patial arrangement of patches, quantified
using a range of spatial metrics from the fieldlaridscape ecology at two spatial scales
(class and reachscape), was relatively invariarthenges in discharge suggesting that the
configuration of the hydraulic patch mosaic is deieed by channel morphology and
remains stable between channel forming discharffes.majority of hydraulic patch types
occurred in relatively fixed locations in the chahmmoving relatively small distances as
discharge increased, associated with the gradymnskon or contraction of patch area. The
results suggest that sub-bankfull flow variation# primarily affect the composition rather
than the configuration of hydraulic patches, howdaege fluctuations are likely to result in
high rates of patch turnover (change in locatianjh potential implications for instream
biota. The hydraulic patch/transition zone modelthed hydraulic environment provides a
new approach for exploring the link between physarzd biological heterogeneity in the
instream environment, including the role of instneacotones. Whilst the application of
numerical classification is currently limited byetharge hydraulic data requirement, future

advances in remote-sensing technology and hydradignanodelling are likely to widen its



applicability at a range of spatial scales. Thalteshighlight the need for further research on
the ecological significance of hydraulic patchesd amansition zones and ecological
sensitivity to changes in hydraulic patch configima Wider application of the landscape
ecology approach to hydraulic habitat assessmetifferent reach types is recommended to

improve understanding of the links between geomorahd hydraulic diversity.
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"When wetry to pick out anything by itself, we
find it hitched to everything elsein the Universe."

John Muir, My First Summer in the Sierra, 1911
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Chapter overview

This chapter explains the context of the doctoedearch project, introduces the
project’s themes and sets out the specific objestand research questions it seeks to
address. Section 1.1 explains why classifying tlydraulic environment and
evaluating its heterogeneity is relevant to riveresce and river management. The
following two sections (1.2-1.3) explain the cutrapproaches to classifying the in-
stream environment and identify their shortcomimgterms of quantifying hydraulic
heterogeneity. Section 1.4 reviews innovative qtsive methods for delineating
hydraulic patches and outlines the potential adages of the method used in this
project. This is followed by a short review of #ewlogical significance of hydraulic
heterogeneity (Section 1.5) and a discussion of Iyavaulic heterogeneity can and
should be quantified (Section 1.6). The final sec(il.7) sets out the overall aim of
the research project, identifies the objectiveseath chapter and illustrates the
structure of the thesis.

1.1 River management, river science and water resaees legislation

In their natural state rivers are inherently dyngnmhieterogeneous systems that
provide valuable ecosystem and human services (Semd) 1989; Ward, 1989;
Pearce, 1998). However, centuries of inapproprcatnnelization, flow regulation,
and pollution have degraded the world’s river systecausing a decline in physical
heterogeneity and biodiversity (Schoof, 1980; Wa&b8; Negishi et al., 2002; Bunn
& Arthington, 2002; Downs & Gregory, 2004; Sgndengh& Jeppesen, 2007; Poff
& Zimmerman, 2010). In 2005, over 50% of the waslthrge river systems had been
impacted by dams (Nilsson et al., 2005) and thérdem freshwater biodiversity was
evident (Moyle & Leidy, 1992; Harrison & Stiassriy999). With climate change and
population growth predicted to exacerbate exisfomgssures on water resources
(Postel et al., 1996; Millenium Ecosystem Assessp2®05; Wilby, 2006), there is
an urgent need for holistic, sustainable managemfeineshwater ecosystems (Baron
et al., 2002; Gerten, 2008).

This has driven the development of a more intedrafgroach to river science that
draws on a wide range of physical sciences, engimgeand computing technology to

assess the structure and functioning of freshwatesystems (Thoms & Parsons,
2002; Rice et al., 2010). Understanding river estisys often requires an integrated
or collaborative approach, interdisciplinary toalsd frameworks. In particular, three

interdisciplinary subject areas — ecohydrology/gdoulics, ecogeomorphology and



hydromorphology - have emerged to address resegestions spanning the domain,
methods and scales of the traditional pillars oferi science (Figure 1.1).
Ecohydrology (Zalewski et al., 1997), or hydroeggidHannah et al., 2004), and its
subdiscipline ecohydraulics (Leclerc 1994; Nestleal., 2008; Lancaster & Downes,
2010) refer to research linking hydrology (flow,dngulics) and biological patterns
and processes. Ecogeomorphology refers to theiamthip and feedback between
biological and geomorphic features and processeghifigham et al., 2002; Wheaton
et al., 2011). The term has also been used toides@search linking ecology, fluvial
geomorphology and hydrology, with particular empham bridging the scales of
features and processes pertinent to each discifdie Thoms & Parsons, 2002).
Hydromorphology, a term first introduced by the Blater Framework Directive in
2000, is now an established interdisciplinary redearea aimed at investigating the
interaction between hydrology and fluvial geomorplgy across multiple nested
scales (Table 1.1), although the term usually seferthe interaction between the
hydrological regime and channel morphology as tisisthe typical scale of
management (European Commission, 2000; Newson &€, &006; Orr et al., 2008;
Sear, 2009; Vogel, 2011).

ECOHYDROLOGY&
ECOHYDRAULICS

ECOGEOMORPHOLOGY

HYDROMORPHOLOGY

Figure 1.1. The interdisciplinary scope of riveiesce.



Table 1.1. Spatio-temporal scale hierarchy of strégdrology and geomorphology
(adapted from Frissell et al. (1986) and Dollaale{2007)).

Scale Hydrology TimescaleGeomorphology TimescaleSpatial
(years) (years) Scale
(metres)
Micro Local fluid 10°-10°  Individual particles 16-10° <10’
mechanics
Channel hydraulics 1910°  Substrate patch tad® 10%10
Meso . iodical Bedform topography ~ %ac*  1d-10
ydrolog 10°-10> Reach type/channel  1F-10°  1G-10°
regime
planform
Macro Historical climate 1610  Segment 167100 10
Drainage basin 16166 10-10°
Paleoclimate >10 Geomorphic province >£0 10-10°

Evidence from multidisciplinary research linking otaggical, hydrological and
geomorphological processes has engendered a grahifl in river channel
management and policy over the last few decadess¢hliet al., 2002; Zalewski,
2002; Giller, 2005; Palmer et al., 2005; Wohl ef 2005; Moss, 2007). For example,
a growing body of research highlighting the sigrafit role of natural flow dynamics
(e.g. Junk et al., 1989; Poff et al., 1997) andspda} heterogeneity (e.g. Ward, 1998;
Thorp et al., 2006) in maintaining biodiversity aacbsystem integrity has provided
the impetus to introduce environmental flow managem(Richter et al., 2003;
Tharme, 2003; Poff et al., 2010), to restore risleannels (Brooks & Shields, 1996)
and improve floodplain connectivity (e.g. Buijse at, 2002; Hulea et al., 2009).
Hydrological and geomorphological features showrh&we ecological value have
been increasingly integrated into water resourdeipe, offering legal protection to
physical habitats (e.g. EU Habitats Directive, 1982d water quantity (e.g. UK
Water Act, 2003) in addition to water quality (Gllei 1998). The most significant
shift in water resources policy in Europe was idtrced by the EU Water Framework
Directive (2000/60/EC) (WFD) which introduced atstary requirement to prevent
further deterioration to EU freshwaters and, whéeasible and economically
reasonable, to restore river channels with the afnachieving “good ecological
status” by 2015 (Chave, 2001; Logan & Furse, 2008g WFD explicitly recognised
the link between hydromorphological conditions (defl as the quantity and
dynamics of flow, river depth and width variatimgnnection to groundwater bodies,



structure and substrate of the river bed, the &tracof the riparian zone and river
continuity (UK TAG, 2008)) and ecological statusedling WFD objectives has
encouraged an eco-hydromorphic approach to riveragement (Raven et al., 2002;
Clarke et al., 2003; Wharton & Gilvear, 2006; Lai&eNewson, 2002; Newson &

Large, 2006; Vaughan et al., 2009).

Current UK standards for hydromorphology, basedeapert judgement, suggest
‘good ecological status’ can be maintained in swehere the natural flow is reduced
by between 10-30% and/or morphological alteratignded and banks) us25% of
the system’s capacity to absorb change (UK TAG,8208creman & Ferguson,
2010). However additional empirical testing of #nesandards and the development
of standard assessment methods is needed (UK TA@,; ZEN, 2008; Boon et al.,
2010). The interaction between channel morphologd discharge produces a
spatially heterogeneous and temporally dynamic duldr environment which
provides the living space, or ‘hydraulic habitatr fbiota (Maddock, 1999). By
measuring and characterising the hydraulic envimnit is possible to evaluate
hydromorphological conditions at an ecologicallievant scale, which has the
potential to improve our understanding of the retahip between ecology and
hydromorphology and strengthen the scientific bafs hydromorphological
standards and river restoration (Petts et al., 2B@®ischler et al., 2007; Sear, 2009;
Vaughan et al., 2009).

1.2  Characterising the in-stream (hydraulic) environment

Characterising the hydraulic environment, partidylalassifying hydraulic units and
guantifying hydraulic heterogeneity, is not a gjhdiorward task given the complex
and dynamic nature of the flow field. At the mesmals, lateral (across channel),
longitudinal (upstream-downstream) and verticalaotel bed to water surface)
variations in water depth, substrate and velocitguo over the scale of a few
centimetres to tens of metres and temporally okier dcale of minutes to a year
(Ward, 1989). Nested within these are similar hyticavariations at the micro scale
(e.g. Buffin-Belanger & Roy, 1998; Harvey & Cliffdy 2009) however these are

outside the scope of this study and will not bewlsed further. Hitherto, the meso



scale hydraulic environment has been characterisedne of two ways; either
according to its hydraulic and/or geomorphic chamastics (hydromorphological
approach), or in terms of its biological functicec@hydraulic approach). These two
approaches are described in the following sections.

1.2.1 Hydromorphological approach

Characterising the in-stream environment in terfnshannel form is an intuitive and
appealing approach since it provides the spatimplate for hydraulic conditions.
Viewed from a catchment-scale perspective, manymgephic variables follow a
continuous gradient from headwaters to estuaryu(eid..2). Leopold and Maddock
(1953) described the downstream increase in deptocity and bankfull width from
source to mouth. This gradual change in physicatitmns was later linked to the
structural and functional change in stream comnesiin the River Continuum
Concept (Vannote et al.,, 1980). Disruptions to Ilamgnal variations were
subsequently accounted for in Ward & Stanford’s 8@)9 Serial Discontinuity
Concept. Frissell et al. (1986) recognised thatrwte stream system is viewed at
different spatial scales, a discontinuous structemeerges, superimposed on the
continuous downstream gradient. Frissell et al.8@)9proposed a hierarchical
classification of the geomorphic patterns evidera eange of discrete spatio-temporal
scales nested within the catchment (Figure 1.3,). p8ince then several
geomorphological typologies of valley segments,ncleh reaches and channel units
(e.g. pools and riffles) have emerged (e.g. Bissbral., 1982; Rosgen, 1994,
Montgomery & Buffington, 1997; Bisson et al., 20@y et al., 2008).

Attention has focused on characterising geomorpimits at the meso (pool-riffle)

scale on the assumption of its ecological relevdeag Bisson et al., 1982; Hawkins
et al.,, 1993). Meso scale classifications refleatiations in bed topography and
differentiate areas with different mean depth, g#joand substrate (Bisson et al.,
2006). Early classifications simply differentiatbdtween pools (topographic lows)
and riffles (topographic highs) (O’'Neill & Abraham$984), but later incorporated
intermediate units (runs and glides) (Jowett, 198@wkins et al. (1993) proposed a
hierarchical classification of 19 channel geomocphinits (CGUs) which could be

applied at three levels of resolution accordingh® needs of the study (Table 1.2).



For example, pools can be differentiated accordintpeir formative process - scour
or damming, and then by more detailed charactesistich as location in the channel,
cross-sectional and longitudinal profile, substrataaracteristics and constraining

formative feature.

Headwaters Transfer Deposition

Increase

channel width

channel depth

mean flow velocity

Figure 1.2 Catchment-wide continuous physical gnaidi (Source: FISWRG, (1998),
after Church (1992) and Schumm (1977)).

CGUs are useful for describing meso scgpatial hydraulic variations at a given
flow, but are less useful for describingmporal hydraulic variations because their
hydraulic function is discharge-dependent (Wade&dRowntree, 1998; Clifford et

al.,, 2002; Bisson et al., 2006). For example, atiogr to the velocity reversal

hypothesis (Keller, 1971; Thompson et al., 1999r+®ed velocities become higher
in pools than riffles at flows approaching bankfidimery et al. (2003) also showed
that as discharge increases, velocity increasepomls and riffles, decreases in
backwaters and remains stable in channel margidssteep riffle crests. However,



the magnitude and rate of change in velocity vaiesveen sites (Emery et al., 2003).
Furthermore, the point at which the influence ofdfoems on the hydraulic
environment is drowned out altogether depends erbddform amplitude (Emery et
al., 2003). Recent research has also highlighteasiderable hydraulic overlap
between different CGUs (e.g. Principe et al., 208F)well as inconsistencies in the
hydraulic character of CGU types between sites alothg a reach (Pedersen &
Friberg, 2006), casting doubt on their ability tdfetentiate or predict hydraulic
conditions very precisely. Some researchers havpadsed the hydraulic
environment, linking geomorphic condition directiyth biodiversity (e.g. Chessman
et al., 2006), however restoring structural (geghm) heterogeneity does not
necessarily increase biodiversity (Lepori et aD0%Z Sundermann et al., 2011).
Further research is needed to elucidate the rakdtip between geomorphic condition
and hydraulic habitat (Clark et al., 2008). In suanyn predicting hydraulic conditions
from channel morphology is riddled with difficulieand a useful methodology
remains elusive (Clifford et al.,, 2006). As a rési@GUs have gradually been
superseded byydramorphic units which reflect discharge-related clengnore
effectively, thus enabling an appraisal of the dgitacharacter of the in-stream
environment (Padmore, 1997; Rowntree & Wadeson9)199
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Figure 1.3. Nested hierarchy of stream habitatsu@o adapted from FISWRG
(1998), after Frissell et al., 1986).



Table 1.2. Comparison of meso scale classificatiohsgeomorphic units and

hydromorphic units.

GEOMORPHIC HYDROMORPHIC
Hawkins et al| Rowntree (1996) Padmore (1997)
(1993)
Channel Hydraulic Associated Physical Associated
geomorphic Biotopes  surface flow Biotopes surface flow type
units (CGU) type (SFT) (SFT)
Fall Waterfall Free fall Waterfall Fall
Cascade Cascade  Free fall Cascade Chute
Chute
Rapid Rapid Unbroken Cascade/rapid Broken standing
standing waves
wave/Broken
Riffle Riffle standing wave | Riffie Unbroken
standing waves
Sheet
Run Run Rippled Run Rippled
Chute Smooth
_ boundary )
i Glide turbulent Glide Smooth boundar
turbulent
Pool(s) Pool Barely Pool
perceptible flow Scarcely
- Slackwater No perceptibleMarginal perceptible flow
flow deadwater
Backwater Backwater Upstream - -
eddies
Abandoned
channel
i Boil Boil (vertical Boil Upwelling
flow)
- - - Multiple Chaotic
biotopes




Hydromorphic units include physical/hydraulic bipés which were proposed as
hydraulically discrete units, reflecting variatioimsdepth, velocity and substrate, that
a trained observer could visually differentiate sayface flow (SFT) characteristics
(Table 1.2) (Rowntree, 1996; Padmore, 1998). Biesopeflect hydraulically
homogeneous areas nested within CGUs and so tiypmetur at a smaller spatial
scale (Wadeson & Rowntree, 1998; Thomson et alQ1ROResults of biotope
mapping over a range of flows indicate that theraytic environment becomes
increasingly homogeneous at high discharges asfluence of substrate roughness
and bedform topography on channel hydraulics iswared out’ §ensuPadmore,
1997). It has been suggested that mapping biotppmsdes a cost-effective bridge
between micro scale hydraulic variations pertinemtbiota and catchment-wide
mapping required for river management plans (Rasteal., 2000; Newson et al,
1998b).

Biotopes are currently used as the standard urphgséical habitat in the UK River
Habitat Survey (Raven et al., 1997). Biotope magsrapid assessment method and
a trained operator can map several kilometresvef mer day which is advantageous
in the move towards catchment-scale managementdiShdvantage of this approach
is the inevitable simplification of hydraulic conepity resulting from subjective,
visual assessment from the river bank. Furthermitve classification was used for
many years on the assumption that physical bioteye® ecologically significant;
only relatively recently has this assumption besstied and evidence is inconclusive
(e.g. Rabeni et al., 2002; Heino et al., 2004; dhpm et al., 2007). A full discussion of
the limitations of physical biotopes as a clasatfan of physical habitat is included in
Section 1.3. However, it can be appreciated thanhae detailed, quantitative
approach to physical habitat assessment is negessaepresent the complexity of
the hydraulic environment more faithfully. One suahernative is ecohydraulic

modelling which is explained in the next section.

1.2.2 Ecohydraulic approach
Ecohydraulics emerged as a new sub-disciplinevef science during the last decade

and is specifically concerned with examining théeiface between ecology and

hydraulics/hydraulic engineering (Nestler et alQ02; Rice et al.,, 2010). The

10



ecohydraulic approach to physical assessment ierrby an organism-centred
perspective whereby the hydraulic environment isratterised in terms of its
biological function or suitability for a target spes. At the heart of this approach is
the concept of habitat; the physical resources gsarg to sustain a species,
community or ecological process (Southwood, 197881 Poff & Ward, 1990).
Ecologists have demonstrated the significance efséparate and interactive effects
of depth, velocity and substrate to the basicgifecesses, abundance and distribution
of freshwater biota (Hynes, 1970; Statzner et EH386; Statzner & Higler, 1988;
Lancaster et al., 1990; Kershner & Snider, 1992in@Q& Hickey, 1994; Hart &
Finelli, 1999; Malmqvist, 2002; Armstrong et alQ(3; Jowett, 2003; Riis & Bigs,
2003; Gordon et al., 2004; Gillette et al., 200@stPet al., 2007; Schwartz &
Herricks, 2008; Mérigoux et al., 2009; Lobdén-Cerwd al., 2011). This has
established hydraulic variables as ecologicallymegful habitat descriptors and laid
the foundation for a ‘habitat hydraulics’ (NIT, 9r ecohydraulics (Leclerc et al.,

1996) approach to physical habitat assessment.

Ecohydraulic modelling was specifically designedaasgjuantitative tool to predict
how flow regulation would affect the availabilityf suitable habitat for target fish
species and, by inference, biomass (Milhous, 188ee, 1982). In this approach
habitat is defined by the depth, velocity and swabstpreferences of the target species,
identified by the hydraulic conditions at locatiomhere the species has been
observed. Preferences are converted to habitatbditif curves for each hydraulic
variable. These indicate the suitability of a marar depth, velocity or substrate class
for the target species on a scale of 0-1, whers itleal (Figure 1.4). The second
component of ecohydraulic modelling is the simolatof depth and velocity at a
range of different discharges using a hydrodynamodel. Depth and velocity can be
predicted throughout the channel under differenwflscenarios from a detailed
survey of channel topography and specification ofifglary conditions using the

Navier-Stokes equations describing the motion ofidd and the principles of
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Figure 1.4. Example of generic habitat suitabitityrves for depth (m) and velocity
(ms™) preferences of juvenile brown trout (Centre fepBgy and Hydrology, 2001).

conservation of momentum and mass. Depending osdphistication of the model,
velocity can be predicted in one (e.g. PHABSIM (\ilis et al., 1984)), two (e.g.
River 2D (University of Alberta, 2002)) or three.deSSIM (Olsen, 1996))

dimensions. Spot-check field measurements of depdhvelocity are used to calibrate

and validate the model. Habitat is delineated bwml@iaing hydraulic preferences with
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simulated hydraulic data using an ecohydraulic hodeich as PHABSIM,
MesoHABSIM and CASIMIR (Milhous et al., 1984; Jord®96; Parasiewicz, 2001).
Model output is expressed as the quantity)(of suitable habitat (weighted usable
area (WUA)) in a given reach at a range of differéischarges. This approach is
typically used to predict fish habitat but has beatended to habitat for a range of
flora and faunas as hydraulic preference data bes@wailable (e.g. Mérigoux et al.,
2009). Despite advances to modelling techniqueshyetraulic modelling as an
approach to classifying the hydraulic environméis several weaknesses which are

outlined in the following section.

1.3  The limitations of current physical habitat clasifications and assessment

methods for characterising the hydraulic environmen
1.3.1 Visual assessment of physical biotopes

The likelihood of reflecting the true hydraulic abtions using the physical biotope
classification has been questioned on several gsouiihe original tests of the
hydraulic distinctiveness of SFTs and biotopes uaedinge of hydraulic indices
including Froude number, Reynolds number, shearcitgl and roughness Reynolds
number (Padmore, 1997; Wadeson & Rowntree, 1998).SATs/biotopes were

shown to be significantly different according ta&de number with the exception of
riffle—run types and rapid—cascade types (Padmb®8,/; Wadeson & Rowntree,
1998). More recent work also showed that SFTs cefliepth variability and cross-

section geometry (Froude number) well and so pewadapid indicator of channel
morphology (Zavadil et al., 2012). However Cliffoetial.’s (2006) re-analysis of the
biotope concept showed that whilst SFTs may refliestinct Froude number classes,
they do not differentiate between distinct deptlooiy combinations (Figure 1.5).

Clifford et al. (2006) concluded that SFTs are erugtlicators of hydraulic conditions
and are not a reliable substitute for detailed neasent.
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Figure 1.5. Scatterplot of depth-velocity data ectiéd at the River Cole at (a) low
flow and (b) high flow illustrating the failure ¢froude number class to differentiate
very different depth-velocity combinations (Sourc€lifford et al., 2006).

[Annotations added].

Moir & Pasternack (2008) also found a high degréewerlap in Froude number

between different hydromorphological units and psma the joint distribution of
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depth and velocity as a more reliable habitat dgiger In addition to doubts about
the hydraulic distinction betweatifferentbiotope types, the hydraulic character of a
single biotope type can vary considerably between reaeimes rivers (le Coarer,
2007; Pedersen & Friberg, 2007). Furthermore, Wadé&sRowntree’s (1998) test of
the consistency of biotope hydraulic charactesshetween sites and between flows
showed that pools and riffles show a significangrde of inter-site hydraulic
variability and that pools have significantly diéat hydraulic characteristics
(according to Froude number, Reynolds number, shedocity and roughness

Reynolds number) at low, intermediate and high §ow

The ability to reflect the true complexity of the-gtream environment is not only
affected by the hydraulic distinctiveness of thasslfication itself, but also by the
method of assessment, namely, visual surveys. Y\thils method is rapid, practical
and cost-effective, it is also subjective and gsfférom operator variability,
particularly when observers have insufficient thagnor the habitat classification
system contains a large number of habitat typeskites et al., 1993; Roper &
Scarnecchia, 1995; Poole et al., 1997). Roper et(2002) showed operators
accounted for 1-56% of the variation in stream eatbn results. Variability
worsened where conditions were close to classificaboundaries (Eisner et al.,
2005). Furthermore, anthropogenic scale bias ivaidable in visual surveys, with
the result that small-scale variations that carmotdistinguished easily tend to be
misclassified or underrepresented, leading to awgidfication of hydraulic
complexity. This may be a particular problem whtre observer maps SFTs from
one bank and has an oblique view of features onfgdheide. Human error aside,
Padmore (1997) acknowledged that SFTs do not igepiiysical biotopes correctly
in all cases — 80% accuracy was reported at hagh lflut this figure decreased at low
flows due to the greater influence of substrategghmess (as opposed to bedform
topography) on hydraulics. In recognition of obsererror the standard protocol for
assessing stream-flow character in the UK River itdalSurvey is to identify
dominant SFT at spot check locations and recordtiveneSFTs are absent, present
(occupies 1-33% of the total reach length) or esiten(occupies >33% reach) which
provides a relatively coarse reflection of in-stnelydraulic diversity. Poole et al.
(1997) argued that the subjectivity and lack ofroepcibility associated with visual

assessment of physical biotopes render this approeppropriate for monitoring
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temporal change. Recent research has demonsthagatential for assessing surface
flow conditions more objectively and extensivelyingsremotely-sensed images or
terrestrial laser scanning (e.g. Gilvear et alQ&0Legleiter et al., 2004; Large &
Heritage, 2007; Marcus & Fonstad, 2008; Marcus &dtad, 2010) which might
reduce error associated with visual assessmentgvewit is not yet possible to

measure velocity directly using these techniques.

1.3.2 Ecohydraulic modelling

The success of hydraulic habitat modelling preditdidepends on the quality of input
data (habitat suitability curves and simulated hwtlc conditions) and the realism of
the model itself (i.e. whether biomass can be ptedifrom physical habitat alone
and/or complex real-world flow fields can be préeétfrom theoretical equations).
Although ecohydraulic modelling is widely usedhés had mixed success predicting
biomass from WUA (Shirvell, 1989; Milhous, 1999; tawlf et al., 2000). Critics of
the method have challenged the biological validify habitat suitability curves,
suggesting they routinely fail to reflect the comypl biological interactions
influencing community structure (Mathur et al., 9& ancaster & Downes, 2010).
Studies have shown that habitat preferences ayefleaible, changing in response to
life-cycle stage (e.g. Schiemer et al., 2001; Rigyal., 2006; Harby et al., 2007;
Remshardt & Fisher, 2009), sex (e.g. Greenberg 8e1Gi2001), the presence of
predators or competitors (e.g. Werner et al., 1888jerman et al., 2000), diel cycle
(e.g. Davey et al., 2011), discharge (e.qg. Gillettal., 2006; Lamouroux et al., 2006),
site (e.g. Leftwich et al., 1997) and spatial sqdlee & Suen, 2011). However in
practice generic curves based on data averagedsalife-cycle stage and site are
often used which can overestimate WUA (Waite & Bam, 1992; Williams, 2010).
Moir et al. (2005) found that selecting an inappiae habitat suitability curve for
local environmental conditions critically affectetthe accuracy of PHABSIM
predictions. Furthermore, habitat suitability cunare often developed separately for
each hydraulic variable so fail to incorporate #igant interactive effects (Mathur et
al., 1985), which can lead to unrealistic habitedmctions (Parasiewicz & Walker,
2007). Gore & Nestler (1988) recommend using gieesic suitability curves based

on joint depth-velocity preferences.
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The bias caused by the ‘observer effect’ duringtatipreference/use surveys is not
taken into account when constructing habitat sditglzurves, despite its potential
impact on fish behaviour (Bain et al., 1985). Furnzg-based models (e.g. CASIMIR)
developed to allow a more flexible definition ofbat suitability (Jorde, 1996;
Schneider et al., 2001) and have proved more ssitdgn predicting fish densities
(Schneider & Jorde, 2003). To improve the biologigalidity of ecohydraulic
modelling further it would be necessary to incogterbiological factors affecting
habitat use into the model, such as such as primaetiyity (feeding, resting etc.),
competition and predator-prey interactions (e.gkdBa& Coon, 1997). However
given the difficulty of collecting such data thisgit not prove time- or cost-effective
(Orth, 1987; Gore & Nestler, 1988; Milhous, 1999).

The accuracy of hydraulic modelling has also beasstioned (Kondolf et al., 2000;
Ho et al., 2003). Accuracy of simulated hydrauletad is affected by the type of
model used, the quality and spatio-temporal regmiutf the input data, how well the
model is calibrated and the complexity of the flibed being modelled. Criticisms of
the crude, 1D approach of early models (Shirvedi8% Crowder & Diplas, 2000;
Brown & Pasternack, 2009) have been addressednte gxtent by the introduction
of sophisticated 2D and 3D computational fluid dyies models capable of
modelling spatially complex flows (Leclerc et @995; Ghanem et al., 1996; Hardy
et al., 2000; Crowder & Diplas, 2000; Rodriguezakt 2004; MacWillams et al.,
2006; Nestler et al., 2007). However, as model derity increases, so too does the
input data requirement (e.g. steady-state 3D vglaailibration data, high resolution
channel bathymetry, increased quantity and qualtfy boundary condition
specification) (Rodriguez et al., 2004). Whilstheological advances have made this
possible (Lane et al., 1998; Rhoads & Sukhodol®@12 Fonstad & Marcus, 2005;
Lane & Carbonneau, 2007; Lejot et al., 2007), tihreet cost, resources and degree of
expertise required to collect and process suchidataase considerably, limiting the
appeal of complex ecohydraulic modelling to rivearmagers (Nestler et al., 2007). In

most cases 1D PHABSIM models are typically applied.

In a review of PHABSIM studies, Williams (2010) drsattention to spatial sampling
issues, urging users to adopt a rigorous randonplgagnapproach to avoid biased

WUA predictions. Ecohydraulic modelling involvestrade-off between length of
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reach modelled and the level of detail achievederasming scale limitations is
necessary to meet catchment-scale management iobgediParasiewicz, 2003).
Complex 3D modelling is limited to sub-reach scadgeaton, 2008) but models
designed for longer reaches (e.g. MesoHABSIM (Ranasz, 2001)) relax the spatial
resolution of input data, potentially failing toptare the full complexity of the flow
field at the habitat scale (Scruton et al., 19@8pwder & Diplas, 2002). Recent
research has highlighted the significant influeatsubmerged vegetation on velocity
distributions (e.g.Chen & Kao, 2011); hydrodynamic models would need t
incorporate equations capable of reflecting thdtereal patterns to ensure accurate

velocity predictions.

At best, ecohydraulic models provide a simplifiestirmate of reality and will
undoubtedly contain errors (Kondolf et al., 20g3hweizer et al. (2007) caution that
modelling should not become a substitute for eroglrstudies; field methods must be
progressed equally alongside modelling (Clifford @&t, 2005). Ecohydraulic
modelling is a potentially useful tool for river megementf it can deliver accurate,
quantitative predictions of habitat efficiently awmdst-effectively. However, much
more biological data about habitat preferencesrageired to improve modelling
success; indeed greater inclusion of ecologicalortheis needed to progress
ecohydraulics (Lancaster & Downes, 2010). Whil&t ihtegration of biological and
simulated hydraulic data is ultimately desirableth@ present level of understanding
attempts appear premature. Kondolf et al. (200Q)i@a that ecohydraulic modelling
predictions should not be used as a substituteabbnal biological information.
Furthermore, unless it is possible to incorporagecgesinteractionsinto ecohydraulic
models, their use will be limited to single spediesed management. As the
responsibility of river managers shifts from mamagiarget species for “sport” or
conservation to improving overall community struetua more comprehensive
approach to habitat assessment is increasinglyiregqjDowns & Gregory, 2004;
Wohl et al., 2005; Clifford et al., 2005; Dudgedrak, 2005).

In summary, it has been suggested that there isidenable potential to obscure or
misrepresent hydraulic differences by visually ass® physical biotopes. The
alternative ecohydraulic approach of characteridimg hydraulic environment in

terms of its biological suitability provides a lited, species-specific view of hydraulic
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differences. Scale differences between channel hodogy, fish habitat and hydraulic
patches complicate defining the hydraulic environimi@a terms of other variables
(underlying morphology or biological suitabilitylP¢st et al., 2007; Renschler et al.,
2007). Instead it might be more appropriate to ¢teadively characterise the
hydraulic environmenin and of itself before making the links with hydromorphology
and biology (Kondolf et al., 2000).

1.3.3 Further limitations common to both approaches

Assessment of the hydraulic environment based sunal/surveys of physical biotopes
or ecohydraulic modelling focuses on measuring thentity and quality of
hydromorphic units/hydraulic habitat at differensaharges (e.g. Dyer & Thoms,
2006; Shoffner & Royall, 2008) but pays little attien to the spatial structure of the
hydraulic environment. Biotope mapping assessagtlainal variation (sequences of
units) but provides little detail about cross-sewél variations and does not
incorporate any specific analysis of the spatialcttire of habitat units (le Coarer,
2007). Padmore (1997) recognised that the phydiatiope concept would be
strengthened by identifying typical biotope seq@snand developing patchiness and
diversity indices to quantify biotope configuratiokcohydraulic habitat models
calculate the total usable area for a target spexier a range of discharges but do not
“...define its locations or spatial dynamics” (Emeatyal., 2003, p.534). Guisan and
Zimmermann (2000) criticise the implicit assumptioh ecohydraulic models for,
“statistically relat[ing] the geographical distriimmn of species or communities to their
present environment” (p.147) and failing to refléloe spatial context of suitable
habitat (Jorde et al., 2001; Crowder & Diplas, 20Gfspite the suitability of this
approach for spatial analysis (Bovee, 1996). Cédrkl.’s (2008) study of the spatial
distribution of WUA of fish habitat in Vermont sams is a notable exception. Clark
et al. (2008) demonstrated that the spatial patéWUA differed in all 6 streams
surveyed and showed that fish biotic integrity Waked to the spatial distribution of
WUA. Such studies highlight the importance of imegong spatial analysis into
habitat assessment.
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1.4  Towards a quantitative classification of the hgraulic environment

Classifying the hydraulic environment is not aiginéforward task due to its complex,
heterogeneous and dynamic nature. The hydraulicaemaent is a continuum; a
gradient between deep-slow, deep-fast, shallow-éast shallow-slow hydraulic
extremes. Like many environmental variables, deyith velocity vary through space
and continually change over time, making hydraulieasurements very stage-
dependent (Clifford et al., 2002; Emery et al., 20@&nd resulting in spatially
ambiguous and dynamic boundaries between zonegfefethit hydraulic character.
This section of the chapter explores methods ofsoméag the hydraulic environment

and delineating relatively homogeneous hydrauliclpes.

1.4.1 Selecting appropriate hydraulic variables

The hydraulic environment can be characterised loyarous simple and complex
hydraulic variables, either separately or in corabon. Current velocity (at various
depths in the water column) and water depth asé dirder variables whose influence
on biotic processes and distributions is well d&hbd (Hynes, 1970; Statzner &
Higler, 1986; Vogel, 1994; Allan, 1995). These wahtes are commonly used
separately to define fish habitat preferences @gmara et al., 2001; Jowett, 2002),
however it has been suggested that interactivetsffdefined by the joint distribution
of depth and velocity, have greater ecologicalvatee (Statzner et al., 1988; Kemp
et al., 1999; Stewardson & McMahon, 2002; CrowdeDiglas, 2006; Schweizer et
al., 2007; Moir & Pasternack, 2008; Ayllon et &009). Velocity, measured at 0.6 x
water depth below the water surface, is widely uageda measure of mean column
velocity (e.g. Wadeson & Rowntree, 1998; Emerylet2003; Moir & Pasternack,
2008), and has relevance to fish (édglm et al., 2001) and also benthic invertebrates
(e.g. Jowett, 2003). The computational difficulty calculating joint preference
factors in the early 1980s led to complex hydrauéiables such as Froude nuntber
which were easier to calculate, being used to cherige the hydraulic environment
(Statzner et al., 1988, p.344). Froude numberdsrensionless hydraulic index that
reflects the ratio of inertial to gravitational éas on flow and differentiates between

! Froude number evaluates the ratio of inertialravigational forces and is defined as U/(§Dwhere
U=mean column velocity (3, g=acceleration due to gravity (f)sand D=water depth (m).
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tranquil (Fr<1.0) and rapid (Fr>1.0) flow (Carling992). Although studies have
indicated the ecological relevance of Froude nunfegy. Kemp et al., 2000), it does
not reliably differentiate between combinationsdafpth and velocity (Figure 1.5)
(Clifford et al., 2006). Other complex hydraulic riables, such as Reynolds,
roughness Reynolds and shear velocity are morauluief quantifying micro scale
flow turbulence resulting from the interaction beem substrate, depth and velocity
and the shear force acting on near-bed hydraulica@mment (e.g. Davis & Barmuta,
1989; Marchildon et al., 2011).

Substrate class has often been used to define Widpatches/habitat (e.g. Beisel et
al., 1998; Inoue & Nakano, 199Fubstrate influences the hydraulic environment by
creating turbulent flow structures (Lawless & Rab@001; Lacey & Roy, 2008),
however the spatial distribution of substrate silzsses reflects previous high flows
rather than present flow conditions (Lamberti & Re$¥979). Substrate also provides
foraging ground, spawning sites and flow refugiaasidition to creating physical
heterogeneity (Downes et al., 1997; Lancaster, 20Cfnell et al., 2006) and
therefore influences biotic distributions. A recstidy of Chinook salmon spawning
habitat (Moir & Pasternack, 2008; 2010) found tvailst a particular substrate type
is a pre-requisite for successful spawning, salselact an area of substrate with the
right flow to support the spawning process, suggggshe overriding significance of
hydraulic variables. As substrate is a morpholdgieaiable and this study aims to
quantify the hydraulic environment, substrate witt be used as a hydraulic patch
descriptor. Instead hydraulic patches will be d&diby the joint distribution of depth
and streamwise mean column velocity (measured @t degpth). However, its

relevance as a descriptor of physical habitat ksawledged.

Hydraulic conditions can be inferred from remotegnsed images (e.g. Lane &
Carbonneau, 2007), simulated using hydrodynamiceatfind (e.g. Clifford et al.,
2010) or measured directly in the field (e.g. Méicet al., 2008). Each method has
advantages and drawbacks and no one method isblsuita all environmental
conditions. For example, the accuracy of depth sutstrate measurements inferred
from remote-sensed images can be affected by ityld turbulence in the water
column, reflections from the water surface or atpmesic distortion, or simply

obscured by overhanging vegetation (Legleiter £t28104; Jordan & Fonstad, 2005;
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Lane & Carbonneau, 2007). As already discussedhdberacy of simulated hydraulic
data is constrained by the assumptions of the étieal equations used to model
flow; in practice representing heterogeneous realdvconditions and ecological
dynamics mathematically is very challenging (Ckeal., 2006; Nestler et al., 2007).
As hydrodynamic modelling and classification of mely-sensed data both rely on
high quality field measurements for calibration amatidation, it is essential that field

measurements are advanced alongside newer teciemlog

Until relatively recently field measurements haweei limited to wadeable streams
and flows, hence it was necessary to rely on hydrachic modelling to predict
hydraulic conditions at high flows. However, recadtzances in stream measurement
instruments (e.g. Acoustic Doppler Current Pro§il@ADCPs)) made high resolution,
multi-discharge hydraulic surveys a possibility (tdm et al., 2008). Many river
management organisations (e.g Environment Agen@&ngland) now use ADCPs as
standard for discharge measurements. In theotgndig their use to characterise
the hydraulic environment could be a practical, oafdble alternative to
hydrodynamic modelling. However the applicationtlois technology in small UK
rivers still has several environmental limitatigiMalcolm et al., 2008). The results of
a pilot study investigating the suitability of ugia shallow-water StreamPro ADCP
for collecting hydraulic data in lowland riversireluded in Appendix A.

1.4.2 Delineating hydraulic patches

Reducing the complexity of the hydraulic environmgrto relatively homogeneous
units is a useful way of summarising the range yafraulic conditions present, as a
basis for comparing hydraulic conditions betweew8f or sites and as a foundation
for quantifying heterogeneity. The weaknesses odlitiive visual surveys for
accurately delineating hydraulic differences halreaaly been discussed in Section
1.3 above. Identifying a quantitative method capaifldelineating hydraulic patches
from depth-velocity data would provide a more rdbuwsy of classifying the
hydraulic environment. Whilst it is intuitive to sagne that patches of different
hydraulic character (e.g. deep and slow or shatlod/ fast) do exist, and studies have
testified to the concept of coherent flow strucsuf€lifford et al., 2002; Emery et al.,
2003; Thoms et al., 2006), the spatial and tempooaihdaries between patches are
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not clear-cut. Spatial variations in depth and g#jothroughout the channel result in
fuzzy, transitional areas between patches of diffehydraulic character. Temporal
changes in discharge influence the location andacheristics of hydraulic patches
and their boundaries. Classification methods capablreflecting the fuzzy patchy
structure of the hydraulic continuum would be adageous (Legleiter & Goodchild,
2005).

Statistical delineation of relatively homogeneoasches can be approached in one of
two ways; either by grouping objects (which in tbastext are point measurements of
depth and velocity) with similar attributes usinuster analysis or by detecting
boundaries — defined as zones of rapid changeneleet homogeneous patches using
edge-detection software (e.g. BoundarySeer). Eraeml.’s (2003) research on the
hydraulic functioning of meso scale bedforms sutggbshat coherent flow patches,
defined by streamwise depth-averaged velocity, lmmlelineated using hierarchical
cluster analysis. Inoue & Nakano (1999) also sisfadg applied this method to
delineate hydraulic units according to a combimabbwater depth, velocity, velocity
variability, substrate coarseness and substraterdggneity. However, a key
limitation of this clustering method is that hydliawnits are represented with crisp,

linear boundaries.

A more recent study by Legleiter and Goodchild &0€uggested that the realism of
hydraulic patch representation can be improvedutjinothe use of fuzzy cluster
analysis, a method that allows objects to belonméoe than one group and can be
used to identify areas of classification ambiguityhe degree to which an object
belongs to each group is reflected by a partial beship function whose value
varies between 0 and 1, where 0 indicates no meshipeand 1 indicates complete
membership (Zadeh, 1965; Bezdek et al., 1984). életgects which clearly belong
to a single group can be differentiated from thds&t belong equally to several
groups. Objects whose membership is split between dr more groups may be
thought of as being in a boundary/transitional ztwetwveen those groups. Fuzzy
cluster analysis has proved useful for classifygogtinuous environmental data, such
as topography and soil (Burrough, 1996; Arrell &t 2007), but as yet remains
relatively unexplored for classifying hydraulic dategleiter & Goodchild’s (2005)

study being a notable exception. The applicationfudzy cluster analysis for
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delineating hydraulic patches and the transitionesobetween them is explored in
Chapter 3.

15 The relevance of in-stream heterogeneity to fsbwater organisms

Physical heterogeneity has long been identifiedexyrsor of biodiversity (Figure
1.6) (e.g. Ricklef & Schluter, 1993; Poff et al99/; Ward, 1998; Tews et al., 2004).
At a basic level, species diversity is positivetyrelated with habitat (niche) diversity
because biota adapt morphologically and behavilyuraltake advantage of the full
range of resources and minimise competition (egn@n & Karr, 1978; Beisel et
al., 1998; Minshall & Robinson, 1998; Brown, 200$econdly, the availability of
different habitat conditions is necessary for mén@ghwater species to successfully
complete each life-cycle stage (e.g. Armstrongl.e2803) which is reflected in the
habitat use of different age classes (Figure Bigspn et al., 1982). As such, streams
with diverse habitats are more likely to suppomare diverse population structure. A
variety of habitat conditions is also needed fdifedent functional activities. For
example, flow refugia (be they shallow, slow-flogimones near channel margins or
slackwater zones behind boulders during spatesyigeosuitable habitat for the
reproduction, dispersal or persistence of macrotebeates (e.g. Lancaster &
Hildrew, 1993; Rempel et al., 1999; Ning et al.02pwhereas fast-flowing, well-
oxygenated zones provide suitable feeding halotafilter-feeders and slow-flowing
depositional zones provide feeding habitat for dtiees (Hynes, 1970; Cummins et
al., 1989). Furthermore, stream reaches with comigdraulics (i.e. hydraulic
habitat diversity) can also increase the resilientethe community structure to

disturbances (e.g. Pearsons et al., 1992).

The spatial structure of habitats has equal impoda For example, Freeman &
Grossman (1993) showed that the availability ofadlé habitat was not sufficient to
explain cyprinid fish distribution; the spatial ttibution of complementary habitats
was also an important factor. Freshwater biota niépen the connectivity between
suitable patches of habitat to disperse and migaateell as the proximity between
different habitats to successfully progress frone dife-cycle stage to another
(Robinson et al., 2002; Harby et al., 2007). Foarsgle, the spatial arrangement

(proximity and connectivity) of juvenile, adult asgawning Atlantic salmorSglmo
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salar) habitats has been shown to directly influencensal production and is more
effective to predict the size of the salmon rumtlsample estimates of total habitat
area (Kim & Lapointe, 2011). Isaak et al. (2007urfd that connectivity between
suitable spawning patches was of greater importémdbe occurrence of Chinook
salmon Oncorhynchus tschawytschaests than habitat size or quality. Martelo et al
(2014) demonstrated that chul®qualius torgalens)sresponded to the patchy

dsitribution of physical resources including vetgcsubstrate and aquatic vegetation.
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Figure 1.6. Role of spatio-temporal heterogeneitynaintaining biodiversity (Ward,
1998).

The theory of bioenergetics states that particseatial combinations of habitat types
that enable biota to maximise energy input and mmse energy expenditure are
preferentially selected to maximise growth potdr{ieag. Hayes et al., 2000; Guensch
et al., 2001). For example, invertebrates dwelflinv refugia to minimise energy

expenditure but preferentially select refugia iosel proximity to resource-rich areas
suitable for feeding (Vogel, 1994; Hildrew & Gillel994; Dolédec & Gayraud,

2004). Similar behaviour has been observed in phwning redhorse suckers rest in
pools adjacent to gravel riffles suitable for eggihg (Kwak & Skelly, 1992);

smallmouth bass feed in runs next to pools withcstiral cover (Rabeni & Jacobson,
1993); young-of-year fish occupy shallow, sheltenearginal areas adjacent to high
velocity areas suitable for foraging (Bovee et #094), and the distribution of dace

has been linked to the availability of eddies aeljido rapid currents (Freeman &
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Grossman, 1993). Kocik & Ferrari (1998) showed thahly interspersed and

juxtaposed spawning and rearing habitat incredsedispersal range of Atlantic

HABITAT TYPE SPECIES
or on o CTRT

)
N
@

N
A
N
N

N

+2.0('

\
N

LATERAL SCOUR POOL

HABITAT SPECIFIC UTILIZATION COEFFICIENT

BACKWATER POOL _ +20}

Figure 1.7. Habitat use by different age classesatrhonid species in headwaters
streams, western Washington. (Source: Schlosség, Hilapted from Bisson et al.,
1982).

salmon parrAtrtificial barriers, such as dams and weirs, whicdgment hydraulic
habitat and limit movement up- and downstream hiagen shown to alter fish
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distributions patterns (Hoagstrom et al., 2008; KeSnWilliams, 2008; Lucas et al.,
2009). For these reasons, quantifying the spatiattsire of hydraulic patches and/or
species-specific habitat can improve understandihgoopulation dynamics and
community structure (Dunning et al., 1992; Kocikr&rreri, 1998; Cadenasso et al.,
2006; Clark et al., 2008).

Temporal disturbances to the availability and agesnent of habitats/hydraulic
patches resulting from variations in discharge diswe an important ecological
function. Pickett & Thompson (1978) first introddcthe concept of patch dynamics
to describe the change in the spatial patternroés@rial habitat patches over time as a
result of disturbances. This concept has been ssfidly used to explain how the
dynamic in-stream environment influences aquatmomainity ecology (Pringle et al.,
1988; Townsend, 1989). For example, Lancaster (2880wed that changes in patch
quality resulting from variations in discharge madbuted caddis fly larvae into low-
flow refugia. The so called ‘shifting mosaisgnsuStanford et al., 2005) of aquatic
habitats also plays a vital role in maintaining dinversity (Ward et al., 2002b).
Temporal disturbances to the patch mosaic affeet growth, reproduction and
dispersal of individuals and the diversity, domicamand structure of the community
(Pickett & White, 1985).For example, the continual movement, destructiod an
creation of hydraulic patches caused by dischahgetulations limit competitive
exclusion and help to maintain a diverse commusitycture (Pringle et al., 1988;
Poff & Allan, 1995; Robinson et al., 2002). In atifolh, many biota adapt to take
advantage of seasonal habitat/hydraulic patch w@mand in some cases their life-
cycle stages are triggered by temporal changdsetdidbitat mosaic (Robinson et al.,
2002).

Large, infrequent disturbances (i.e. floods) alky @n important part in maintaining
biodiversity and ecosystem integrity (Resh et H88), as described by the Flood
Pulse Concept (Junk et al., 1989). Flood evenfeesh’ the ecosystem in three ways:
by reconnecting the main channel with the floodpland slackwater areas which
increases nutrient and organism exchange (Amoré®éx, 1988; Junk et al., 1989;
Ward et al., 1999; Pringle, 2003); by displacingtaj thus allowing new species to
colonise the area (Gibbins et al., 2004; Hein gt24105) and by reshaping the bed,

banks and planform of the channel which establishasew spatial template for
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hydraulic heterogeneity (Costa & O’Connor, 1995¢sR et al. (1988) concluded that
disturbance is “the dominant organising factor tieam ecology” (p. 450). On this
basis it is important that methods to assess arihedéhe spatial and temporal
dynamics of the hydraulic environment are devigedi gplied.

Poff et al. (2006) also put forward a conceptuadeiepecific to river ecosystems
that illustrates how the interaction between hyolggland geomorphology determines
the spatial structure and temporal dynamics of jehAyshabitat which in turn
influences ecological patterns and processes (Eifj8). Quantifying and defining
patterns of hydraulic heterogeneity is fundametdatinderstanding how in-stream
environments function and how they influence biotiemmunity structures and
distributions. In addition, it can provide inforrm@at on the implications of modifying

hydromorphology on the hydraulic environment (phgkhabitat).
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Figure 1.8. Conceptual model illustrating the egadal relevance of the spatial
structure and temporal dynamics of hydraulic halfBaurce: Poff et al., 2006,
p.266).
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1.6  Quantifying hydraulic heterogeneity

Cadenasso et al. (2006) defined heterogeneity asobrthe three dimensions of
biocomplexity (Figure 1.9). They described five remsingly complex levels of
heterogeneity which can be quantified to provideamplete account of spatio-
temporal heterogeneity; patch richness, patch &equy (together comprising
composition), patch configuration (spatial arrangaty patch change (turnover) and
the shifting mosaic (the sum of temporal changesthe composition and
configuration) (Figure 1.9). In landscape ecolane basic unit for analysing spatial
heterogeneity is thepatch’ — a relatively homogeneous area (defined in tefene

or more attributes) that differs from its surrourgh (Forman, 1995). All patches of
the same type (i.e. with the same characteristiesyollectively referred to asctass
(McGarigal & Marks, 1995). All patches of every stamake up the landscape or, in
the case of rivers, theverine landscapé (Wiens, 2002), fiverscapée (Allan, 2004)

or ‘reachscapé(Fausch et al, 2002).
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Figure 1.9. Three dimensions of biocomplexity: hegeneity, connectivity and

contingency (Cadenasso et al., 2006).
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It is important to acknowledge that patch structeen be defined at multiple
hierarchical spatial scales (Kotliar & Wiens, 199@) landscape ecology studies this
is usually determined by the perceptual range ettéinget species under investigation
(Wiens, 1989). For freshwater invertebrates thisideange from a few centimetres
to a few metres (e.g. Hart & Resh, 1980) and fein fiould range from 10s to 100s of
metres depending on ecosystem size and body le(idéskell et al.,, 2002;
Woolnough et al., 2008). However as Wiens (200208) pointed out, the logical
outcome of advocating an organismal-based approechHandscapes is that the
analysis of riverine landscapes and their ecolobeféects will inevitably degenerate
into a series of idiosyncratic, situation-specifiadings with little emergent
generality. A more holistic approach might be to define pastructure in terms of
the physical homogeneity emerging at physical sc&er example, in Frissell et al.’s
(1986) identified ‘patch’ structure at multiple ted scales from the microhabitat
(often referred to as the patch-scale), mesohalf@&Us/SFTs), reach, stream
segment to the catchment (Figure 1.3, p.8). Stusliggest macroinvertebrates (e.qg.
Heino et al., 2004) and fish (e.g. Inoue & Nunoka®@02) respond most strongly to
patch scale hydraulic variability. As such definihgdraulic heterogeneity at the

patch scale is likely to have the greatest ecotdgalevance.

During the last decade, several commentators hdvecated applying a landscape
ecology framework to investigate heterogeneity dgdamics in fluvial ecosystems

(Figure 1.10) (Fausch et al., 2002; Poole, 200Zkmer et al., 2002; Ward et al.,

2002a; Wiens, 2002; Lianyong & Eagles, 2009). Wigt®2) defined the key themes
of landscape ecology as they apply to riverine saages as; the difference in patch
quality over space and time; the effect of patchruaries on the flow of materials,

energy and organisms; and the significance of ffagia context and connectivity

between patches. Many of these themes have alrgatlyidually, been studied in the

riverine environment. For example, the theory afcpadynamics, which states that
landscapes are made up of a shifting mosaic steictiihabitats/patches that helps
maintain biodiversity (Townsend, 1989; Pringle bt 4988; Stanford et al., 2005),

has been shown to influence the distribution oftdbiand the transport of organic

matter (Southwood, 1977; Bormann & Likens, 1976tliar & Weins, 1990; Poff &

Ward, 1990; Forman, 1995) and the age structurBsbf communities due to the
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availability and connectivity of patches requiraddéferent life stages (Schlosser,
1991).
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Figure 1.10. Wiens’ (2002b) framework for integngtithe key themes of landscape
ecology.

Quantitative tools, in the form of spatial metrieave been developed to quantify the
shape and spatial relationships between patchiesdscapes (Li & Reynolds, 1995;
Farina, 2006; Liding et al., 2008; Uuemaa et &09). Advances in computing power
and geographic information systems combined with dkailability of open-source
pattern analysis software, such as FRAGSTATS (Miah& Marks, 1995), have
made it possible to calculate of a large numbesmdtial metrics describing the
structure of categorical maps relatively quicklylaasily. However many metrics are
correlated and hence redundant whereas others avaylittle explanatory power for
the landscape under investigation or metrics mdyabe erratically in response to
changes in scale (Riitters et al., 1995; Li & Rdgsp1995; Gustafson, 1998; Hargis
et al., 1998; Wu et al., 2002; Lausch & Herzog, 20Ricotta et al., 2003; Arnot et
al., 2004; Li & Wu, 2004; Kearns et al., 2005; Temn2005; Cushman et al., 2008). It
Is important to note the distinction between inhéyeredundant metrics — those that
describe the same aspect of pattern in alternatayes so are highly correlated — and
empirically redundant metrics — those that meadifferent aspects of spatial pattern
but are correlated for the particular landscape(gjer investigation because only
interpretation of the latter provides useful infation (Turner, 2001). In view of
these considerations metrics must be selected pplied judiciously (Li & Wu,
2004).
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Until relatively recently, quantification of spdtiaeterogeneity has been overlooked
in standard river habitat assessments (Newson &sHew2000). The application of
landscape ecology to riverine environments has baéowed up in a small number
of studies to quantify the heterogeneity of floadps$, estuaries, river corridors, and
catchment scale hydrological connectivity (Arsaatttal., 2002; Ward et al., 2002b;
Yang & Liu, 2005, van Nieuwenhuyse et al., 2011)rek recent studies have applied
spatial metrics to describe the spatial distributiof biologically-defined habitat
patches (e.g. Clark et al., 2008; le Pichon et 2009; Kim & Lapointe, 2011),
although only one addressed how the spatial digtdb changed over time. Thoms et
al. (2006) set a precedent for using spatial netiacquantify the configuration of
velocity patches in three reaches of the MurrayeRiustralia. These studies are
examined in more detail in Chapters 4 and 5 whesaralar approach is applied.
Suffice to say here that despite its relevance tifpe of approach is relatively rare

and merits wider application (Newson & Newson, 20Mens, 2002).

Summary

Understanding the relationship between a river'gspal and ecological status is a
primary research objective in river science and agament. An integral part of this
process is the characterisation of physical habitdtthe assessment of its spatial and
temporal variability. However, as described aboegjsting classifications and
assessment methods have been variously criticised l&cking hydraulic
distinctiveness, stage-dependency, operator vétiabnd failing to capture spatial
structure or temporal variability adequately. Tpetential advantages of using
numerical classification methods (cluster analyars) adopting a landscape ecology
framework to characterise physical heterogeneityehlaeen outlined and in a few
cases tested, however these approaches merit vagplication and further
exploration, particularly in respect of quantifginydraulic heterogeneity.

1.7  Aims, objectives and structure of the thesis

The overall aim of this research project wagvaluate the spatial configuration
and temporal dynamics of hydraulic patches in UK lavland rivers and in so

doing;
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» develop a conceptual model of hydraulic patch dynamm lowland rivers;

A\

recommend a framework for quantifying spatio-tenapbeterogeneity, and;
» improve understanding of the effects of dischang¢he hydraulic

environment.

Two keyobjectiveswere identified;

Obj. 1 Develop a quantitative classification lod hydraulic environment,
using fuzzy cluster analysis to delineate hydcapétches and the
transitional zones between them, and evaluatesthgve merits of this
approach;

Obj. 2 Quantify the heterogeneitsefisuCadenasso et al., 2006) of the
hydraulic environment using spatial metrics a8 &nalysis and
evaluate the effect of discharge variations andbmposition, spatial

configuration and location of hydraulic patches.

The thesis was structured into six chapters as showrigure 1.11Chapter 1 sets
the context for the research project, justifiesréig@vance to the current river science
research agenda and introduces its the@bapter 2 provides a detailed account of
the selection and hydromorphological charactesstt the three sites used in the
project, as a basis for links between channel naggy and hydraulics discussed in
later chapters. Chapter 3 addresses Objective ithvidrbroken down into three sub-
objectives outlined below, along with two hypotres€hapters 4 and 5 address
Objective 2 and again sub-objectives and hypothésegach are outlined below.
Chapter 6 presents a discussion of the resultspamgbses a conceptual model of

hydraulic patch dynamics to conclude the project.

Chapter 3:

Objective 1:

(@) Evaluate the performance of three fuzzy clusteailggrithms

(b)  Apply the optimum algorithm to generate a clasatfimn of hydraulic patches
and delineate the transitional zones between thighedhree study reaches

(c) Make recommendations for the application of fuzZlgter analysis
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Hypotheses:

(1)

(2)

Coherent hydraulic patches, defined by thetjdlistribution of depth and
velocity, exist and can be indexed by intra-pdtomogeneity and inter-patch
heterogeneity.

Fuzzy cluster analysis can be used to delinspégially coherent hydraulic
patches and the transitional zones between thenguantitative and objective

manner.

Chapter 4:

Objective 2:

(@) Quantify patch richness, frequency and ditsersat each site-flow
combination to evaluate how reachscape composti@mges in response to
(seasonal) variations in discharge

Hypotheses:

(1) Shallow or slow-flowing patches dominate thactescape at low flow and are
replaced by deeper, faster-flowing patches as drigehincreases, resulting in
a significant difference in hydraulic patch compiosi at low and high flows;

(2) Maximum hydraulic patch diversity occurs aeimmhediate flows.

Chapter 5:

Objective 2:

(b) Quantify the configuration and geometry of seype hydraulic patches (class
level) using spatial metrics at each site-flow cambon;

(c) Describe, illustrate and quantify the spatiah@mics of hydraulic patches (at
the class level) over the range of discharges sainpl

(d) Quantify the reachscape configuration and genna all hydraulic patches
(reachscape level) using spatial metrics, and;

(e) Evaluate the effects of discharge on eachetiove.

Hypotheses:

(1) Patch shape is most complex at low flows armbimes more regular and

linear at high flows
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(2) Reachscape configuration is characterised teyspersed patch types at low

flows but becomes more aggregated and connectadhaflows

(1) Introduction

l

(2) Sites

Classifying the hydraulic environment

3)

Quantitative delineation of
hydraulic patches using
fuzzy cluster analysis

Quantifying hydraulic heterogeneity

(4) (5)
Patch richness, Patch configuration,
frequency and patch change and the
diversity shifting mosaic

\ 4

(6) Conclusions

A 4

References

Appendices

Figure 1.11. Overview of the thesis structure; ¢heonumbered (1) — (6).
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" The biology livesin the hydrology,
and the hydrology flows over the geology."

Mattole River Restoration Council, 1995
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Chapter overview

This chapter introduces the three study sites and their catchments used in this
research project. The first three sections (2.1-2.3) describe the selection and location
of the three rivers and reaches used, the characteristics of therivers and the reaches.
The next section (2.4) outlines the topographic survey methods and visual surveys of
substrate class and key geomor phic features at each study reach. Thisis followed by a
detailed description of study reach characteristics (2.5). The final section (2.6) of the
chapter outlines the importance of geomorphic diversity and presents a quantitative
summary of geomorphic diversity in each reach as a basis for identifying
relationships between hydraulic heterogeneity and hydromorphological condition in
Chapters 4 and 5.

21 River and reach salection and location

River and reach locations were selected based @n diegree of modification, the
level of heterogeneity present and practical samptonsiderations. To evaluate
hydraulic patch dynamics it was necessary to sumagh site at five different
discharges which, given the scope of the study, peasible at a maximum of three
sites (total of 15 hydraulic surveys). Sites hatheéowithin 1 hour’s travel distance so
hydraulics could be sampled at short notice whegetadischarges occurred. This
limited site selection to lowland rivers with padile morphology in Worcestershire,
Herefordshire borders or Warwickshire. Given thisstraint on river type it was
decided to select rivers with varying degrees ofdification and physical
heterogeneity to assess a range of hydraulic mphtcAmics patterns in lowland rivers.
Large, very heavily modified rivers such as thedRi$evern were excluded due to

their size.

The River Arrow provided an example of a semi-rafuaictively meandering, single
thread lowland river with well defined pool-riffied morphology and gravel
dominated substrate. Physical heterogeneity isebargprovided by pronounced
bedform topography and the river is characterisgdrifile/run-pool-glide CGU

sequences. Removal of much of the natural riparggetation to increase the area of

grazed grassland has contributed to channel matdit. In its middle and lower
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reaches the channel is incised and there is evdehbank erosion (Lawler, 1992;
Lawler, 1994). By contrast the Leigh Brook was sild as an example of an
unmodified river characterised by high habitat gualgeomorphic diversity and
relatively coarse substrate. The supply of coaesnsent from small tributaries, the
presence of established mature trees on mid-chdrarsl and banks and the ready
supply of large woody debris create small scalemgephic features and hydraulic
heterogeneity in addition to mesoscale pool-rifiedforms. Lastly, the River
Salwarpe was selected as an example of a morelyheandified river with a history
of channel realignment. Channel modification is trrevalent in the urban areas of
the catchment where channelisation and bank protecccur. In its lower reaches
the river is dominated by low gradient run-glidgjsences. The hydromorphological

characteristics of each catchment are provideckatiéh 2.2.

A walkover survey of a 1-2km publicly accessibletsmn of each river was carried
out to identify potential reaches. Reaches eximditithe types of physical
heterogeneity and channel modification describedvabwere sought. Targeting
reaches with different levels of heterogeneity mted an opportunity to test of the
nuances and capabilities of fuzzy cluster analfigsislassifying hydraulic data, which
was a primary focus of this study. At the Riverdwra 56m reach with pronounced
bedforms, minimal riparian vegetation and evidentdailed bank protection was
selected. At the Leigh Brook a 26m reach with nd bebank modification, mature
riparian vegetation and small-scale erosional aggbslitional features was selected.
At the River Salwarpe a 45m laterally constrainedch in which concrete bank
protection contained the river's path under a rbadge and bank reinforcement
prevented the river immediately upstream of theddwi from meandering was

selected. Further details are provided in Secti@n 2

Reach lengths and length:width ratios varied bg. Siypically a standard reach length
of 5-7 times the bankfull width is used to elimmatach length and differences in
CGU sequence as explanatory variables in compassahes. Based on the bankfull
widths of each reach in this study, a reach lemgjtbetween 40-56m at the River
Arrow, 45-63m at the River Salwarpe and 50-70mhat lteigh Brook would have

been required. Reach lengths within these ranges achieved at the River Arrow

and River Salwarpe. At the River Arrow, where thepability of fuzzy cluster
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analysis to delineate hydraulic patches was fiested, a reach including several
metres upstream and downstream of the main ~40rpaahglide CGU sequence
was surveyed to avoid biasing the location of hylicapatch boundaries by CGU
boundaries. At the River Salwarpe the minimum relacigth (5 x bankfull width)
was used for two reasons; firstly to isolate thagte of reach affected by
modification and secondly as this length was mepasentative of the channel river
upstream and downstream where the channel narrbwagproximately 3m. A 50m
reach was trialled at the Leigh Brook using then0.% 1m hydraulic sampling
resolution used at the other two sites, howeveinspection of the data it was clear
that this sampling resolution was not correctlylsd¢dao the small scale geomorphic
features in the reach and the hydraulic heteroggemeas not being captured. As it
was not feasible to increase the longitudinal sargplesolution without shortening
the reach length, the reach length was almost tdalee26m so the longitudinal
sampling resolution could be doubled to capture #meall scale hydraulic
heterogeneity. This shorter reach, although dorathdty a glide, also contained a
scour pool, areas of exposed sediment, a woodysde¥draulic control, a run and a

small riffle.

It is acknowledged that using different length rescwith different CGU sequences
limited the subsequent analysis in a number of waystly, it was not possible to
establish a general pattern of hydraulic patch oyos in pool-riffle reaches because
the reaches were not comparable like-for-like amaat not be treated as replicates in
multivariate statistical tests. To facilitate agfor-like comparison either a modelling
approach or a much lower sampling resolution wdwdde been required to evaluate
longer reaches containing the same sequence of CGflWmch site. There were
insufficient resources in this study to develop aatibrate a hydrodynamic model at
each site. Using a lower sampling resolution woliée underrepresented lateral
hydraulic heterogeneity in the relatively narrovachel at the River Arrow and both
lateral and longitudinal hydraulic heterogeneitysasated with small scale
geomorphic features at the Leigh Brook. Alterndtiwee variable sampling resolution
could have been used to overcome this conflictséypling in greater density in
areas with more hydraulic heterogeneity and lovegrsdy in relatively homogeneous
areas of the reach the length of reach surveyddniibe time and resources available

for each survey could have been increased. Howawdetailed geostatistical pilot
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study would have been required to assess wherebgndow much to increase
sampling density and test various interpolationhod$ to produce regularly spaced
data grid from irregularly spaced measurements lwiias outside the scope of this
study but could be explored in future research.oBély, the effects of channel
modification on hydraulic patch dynamics could betisolated because a modified
and unmodified reach of the same length and fraensdime river were not surveyed
for direct comparison. To do this it would be imamit to survey each reach at exactly
the same flow, making a modelling a necessity, sbimg that was not feasible in this
study as previously explained. The aim of the logfeneous reach selection was to
provide a thorough test of the methods used instiidy, which have rarely been used
in the instream environment before, and to desciiband how the pattern of
hydraulic patch dynamics patterns differed. Addisib replicate sites would be

required to perform rigorous statistical compargon

2.2 Catchment characteristics

The location of each catchment within the conteixthe regional river network is
shown in Figure 2.1. Table 2.1 outlines the keyrbgabrphological characteristics of
each River Arrow, River Salwarpe and Leigh Brookchaents. All rivers have
similar hydromorphology typical of lowland catchnterut differ in the degree of
modification; the Arrow being semi-natural, the 8aipe being impacted, and the

Leigh Brook being relatively unmodified.
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Figure 2.1. Location of study reaches and the L&glok, River Salwarpe and River

Arrow catchments within the Worcestershire and Wekshire river network.

Table 2.1. Selected catchment descriptors.

Descriptor R. Arrow R. Salwarpe L eigh Brook
Catchment area (Ki? 3335 196.8 79.7
Mean altitude (m asf) 101 80 117
Index of Catchment steepness (m/km)44.7 41.9 88.1
Baseflow Index (BFIf 0.38 0.52 0.54
Urban extent (96) 4 5 1
RHS Habitat Modification Score (rangd 20-845° 0-880° 1*
given where available)

RHS Habitat Quality Assessment scor83-48° 18-448 45*
(adjusted)

Q10 (m'st)* 1.75° 2.50° 1.41%*
Q50 (nist)* 0.55° 0.98% 0.55%*
Q95 (m's?t)* 0.26° 0.478 0.20**
Index of Flow Variability (Q10/Q95) 6.7 5.3 7.1

3 Flood Estimation Handbook (CEH, 2006).

58 Data supplied by the Environment Agency; flow diatatpercentiles calculated from daily mean flowsing 06/12/07-
28/02/11, HMS and HQA(adj.) taken from RHS survegsied out between 1994-1997.

* Maddock & Hill, 2007.
** Stage data collated from the University of Wastar monitoring station and converted to discharge.
#Flow statistics are representative of conditionsratear the study reaches
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Figure 2.2 shows the dimensionless flow duratiorvesi (data period:"™December
2007 — 28 February 2011) for each site. Although all threeves are similar, as
might be expected of lowland catchments in the sag®n, the slightly steeper flow
duration curve (FDC) for the Leigh Brook illustratéiow the steeper catchment
topography and smaller catchment size contribudebeé more ‘flashy’ hydrological
regime characterised by short duration flow evenhtss is confirmed by the index of
flow variability. The regime is also relatively flay at the River Arrow due to the
dominance of surface run-off from the town of Recldiin the headwaters of the
catchment. The River Salwarpe has the largest bwanrage of discharges but the
least flow variability in the mid-range (Q40-Q8d)all three sites, as indicated by the
slightly flatter FDC (Figure 2.2). Figure 2.3 showvise 2008-2010 discharge
hydrographs for each site based on daily mean flata from the gauging station to
each study reach. Flow data from the River Salwame River Arrow are gauged
flows that reflect the influence of abstractionsendas gauged data from the Leigh
Brook reflects the natural flow regime due to thsence of artificial influences at

this site.

100

—— River Salwarpe —— River Arrow —— Leigh Brook

Discharge (m 3s'l)

0 20 40 60 80 100
Flow exceedance percentile

Figure 2.2. Dimensionless flow duration curvestfe River Arrow, River Salwarpe
and Leigh Brook study reaches (for the period 0&2-28/02/11)
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221 River Arrow

The River Arrow is a tributary of the River Avonsing in the Lickey Hills in north
Worcestershire (SO 996 753) and flowing south gastigh Warwickshire. The river
drains a lowland catchment underlain with Triass@ndstone and follows a
meandering pattern with characteristic pool-rifiequences. The River Alne is a
major sub-catchment, joining the Arrow approximatedkm upstream of its

confluence with the River Avon.

The river is predominantly fed by surface runoff(B= 0.38), some of which comes
from urban areas around Redditch and Studley. Skwabistraction licences are in
place on the Arrow, however all flows <Q68 (0.43Zjnare subject to a “no-take”
policy (Environment Agency, 2006a). The river hagib subject to a moderate degree
of dredging (Environment Agency, 2006a), althoulgis is largely confined to areas
of the catchment upstream of the study site. Thehozent is predominantly rural and
used for livestock grazing. Much of the naturabripn vegetation has been removed

to increase grazing area.

2.2.2 River Salwarpe

The River Salwarpe drains the Clent and Lickeydlitising near Bromsgrove (SO
993694) and flowing south west to its confluencéhwihe River Severn at Hawford.
The catchment is underlain with Mercian Mudstonel dmiassic saliferous beds
(Woodiwiss, 1992; CEH, 2006) and current land-sspredominantly rural, with the

exception of urban areas in Bromsgrove and Drolv@pa.

The River Salwarpe has a long history of modifmatstretching back to the 1660s,
including a failed attempt to make it navigablews#n Droitwich and the River
Severn in 1662-75 and realignment of the channdinto the Junction and Barge
canals in 1854 (Hadfield, 1985; Cumberlidge, 2008).2010 a section through
Droitwich was canalised as part of the Droitwicinala restoration project. The River
Salwarpe is classified as an over-abstracted ridee to large groundwater
abstractions by local water companies (Environndggncy, 2006b).
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2.2.3 Leigh Brook

The Leigh Brook, a tributary of the River Teme,edson the northern ridge of the
Malvern Hills (SO 695529) and flows north east dira an 80krArural catchment
underlain with Triassic mudstone and Silurian litnes and sandstone. It is a high
quality, ‘natural’ stream in terms of its biologicaliversity and geomorphic
complexity (Environment Agency, 2005). Sections tbé Leigh Brook meander
through the Malvern Hills Area of Outstanding NaluBeauty and the Knapp and
Papermill Nature Reserve which is designated aS%8l. As such the stream is
relatively unaffected by human modification. In Z0@ was assigned the lowest
possible Habitat Modification Score and classifiésl having high habitat quality
(Maddock & Hill, 2007).

2.3  Topographic and substrate surveys

A topographic survey of the channel bed and bardsaonducted at each reach using
a Nikon NPL 332 Reflectorless Total Station. Charglevation was measured at
every node on a 0.75 x 1m resolution sampling geldtive to an arbitrary datum.
Additional data were collected at breaks of slopexposed boulders not represented
by a grid node. The data were interpolated to 0.0®solution using ordinary

spherical kriging then mapped in ArcGIS.

Substrate in each study reach was mapped and td@sad using two methods.
Firstly a visual assessment of dominant and subktibmh substrate classes was
carried out during the low flow hydraulic surveysibg the Wentworth substrate
classification (Wentworth, 1922), the percentageec®f each class in a 0.25mrea
around each hydraulic point measurement locatios @giimated to the nearest 10%.
Secondly, the substrate particle size distributrees quantified using a Wolman
pebble count procedure (Wolman, 1954). The b-aki2Q® particles, collected at
random along a zig-zag path throughout the reads vecorded to the nearest
millimetre and the cumulative frequency of partisiee was plotted. 43 particle size
was used as a measure of mean particle size alas§gDgo was calculated as a

measure of substrate size class heterogeneity.
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24 Reach characteristics

Table 2.2 provides a comparative overview of thephological characteristics of
each study reach. All the selected reaches weregiadient &' order streams. A

detailed description of each reach including magbstographs, field sketches and
planform figures showing the topography, dominambstrate types and key
geomorphic features follow in sub-sections 2.44.2.

Table 2.2. Characteristics of each study reach.

River Arrow River Salwarpe Leigh Brook

Ordnance Survey grid SP 082634 SO 881627 SO 747 514
reference (mid-reach)
Strahler stream order 4th 4th 4th
Reach length (m) 56 45 26
CGUs present Glide-run-pool- Glide-run Run-pool-
glide-run-pool glide-riffle
Gradient (m/m) 0.016 0.002 0.011
Dom-subdom substrate class Gravel -silCobble-gravel  Cobble-gravel
Mean wetted width (at 6.8 7.8 8.2

moderate flow) (m)

241 River Arrow

The 56m study reach (SP082634) (Figure 2.4) fldwsugh open pasture, has little
riparian vegetation and a low gradient of 0.016nlime channel is meandering with
an active point bar and evidence of bank erosiodme Bedform topography is
pronounced with two deep pools; one in the middiehe reach and one in the
downstream extent of the reach (Figure 2.5). ThHestsate is dominated by gravels
with the exception of an area of fines/silt in eglabackwater (Figure 2.5). At low
flow the channel width varies between 3-10m, averdgpth is 0.3m and average
velocity is 0.108m/s. The reach is composed ofideglun-pool sequence of CGUs
(Figure 2.6).
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® Location of study reach

River Arrow network

Figure 2.4. Local environs (left) and photograpight), viewed from the upstream
extent, of the River Arrow study reach. (Source:Il®® Digimap, 2010; Photo:

Author’s own) .
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Figure 2.5. Planform diagram of the River Arrow chel and bank topography

overlaid with 20cm contours (left) and dominantsudite class (right).
2.4.2 River Salwarpe
The 45m reach (S0881627) flows between public ptayiields and community

woodland and under a road bridge (Figure 2.7). €hannel banks have been
reinforced with concrete in a 12m section in theldle of the reach to support the
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road bridge piers. As a result of the channel witting constrained, the centre of the
channel has been scoured. Immediately upstrearheobtidge the river has been
prevented from meandering to stop the bridge drens being undermined. A 6m
section of the left bank at the upstream extentbless reinforced with stone gabions
and geotextile matting following a large flood i which eroded the river bank
(Figure 2.7). On the opposite bank vegetation aaching in an attempt to narrow
the channel. The dominant and subdominant substiaéses were cobble and gravel
respectively (Figure 2.8). At low flow the chanmallth varies between 4.5-8m with
an average velocity and average depth of 0.316nd9d4m respectively. The reach
has a very gentle gradient of 0.002m/m, contaiskalow glide in the first 17m of
the reach (from the upstream extent) followed byrafor the remaining 29m (Figure
2.9).
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2.5.3 Leigh Brook

The 26m study reach (SO747514) flows through gostesed, wooded valley and has
a gradient of 0.011m/m (Figure 2.10). Although bieeiform topography is relatively
subdued in this reach, coarse cobble substrategdyvdebris and exposed tree roots
create considerable small-scale hydraulic complefdtigure 2.11). The reach is
dominated by a glide but features a short run andllsscour pool in the upstream
section of the reach and a riffle at the downstreatent (Figure 2.12). At low flow
the channel width varies between 6-8.5m, with agraye velocity of 0.154rsand
average depth of 0.11m.

@ Location of sudy reach
River network

extent, of the Leigh Brook study reach. (Source:INg® Digimap, 2010; Photo:

Author’s own).
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26  Geomorphicdiversity

The shape of the channel bed and banks createsptiml template for hydraulic
diversity and is therefore an important determinanit the composition and
configuration of hydraulic patches (e.g. Newson &wéon, 2000; Klaar et al., 2009).
Variations in a channel’s long-profile, cross-sectl shape and bed roughness shape
the distribution of depth and velocity (Figure 2.1S8tewardson & McMahon, 2002).
Channel shape also affects the way in which chamgéscharge affect the hydraulic
environment. For example, in a simple, engineerbdnoel with uniform bed
elevation and vertical banks depth and velocitypoesl uniformly to increases in
discharge and are positively correlated whereabamnels with more diverse bed and
bank morphology depth and velocity respond noneumify to changes in discharge

and do not have a simple linear relationship wabheother (Figure 2.14).
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Geomorphic features in each reach were mappedide ¢joe selection of a hydraulic
patch classification in Chapter 3 (Figures 2.6, . 2.12). In addition a range of
guantitative measures of geomorphic diversity wase calculated within each reach
so the relationship between channel morphologyhguldaulic patch composition and
configuration could be explored quantitatively &er chapters. The three elements of
geomorphic diversity which have the greatest infzeeon the hydraulic environment
at the reach scale are the variability of the lpngfile, cross-section profiles and
substrate characteristics (Davis & Barmuta, 1988iefy et al., 2003; Bartley &
Rutherford, 2005). Variability of the long-profilwas quantified in four ways. The
maximum thalweg amplitude (Emery et al., 2003) ahd maximum bedform
amplitude (the maximum difference in bed elevatothin the inundated area at the
highest survey flow) provided indicative and abs®lmeasures of bedform amplitude
respectively and represented large scale varighiitthe long-profile. The mean

thalweg amplitude (the mean distance between th&/fpeugh of all bedforms and
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the straight line of slope joining the upstream dodnstream extents of the thalweg
elevation) was calculated as an indication of meadform height. Lastly, fractal
dimensiont was calculated to measure small scale variabiitythe long-profile
(Bartley and Rutherford, 2005). Large scale valigbireflects the influence of
bedform amplitude on the shape of the long-profiteereas small scale variability
reflects the influence of substrate. The variapitif cross-sectional shape (between
bankfull on the right and left banks) was quandifiey calculating the mean sinuo$ity
of a subset of cross-section profiles representregrange of CGUs in each reach.
This index differentiated between deep, steep-sidmoezoidal cross-sections (high
sinuosity) and wide, shallow cross-sections withntlyeshelving banks (low
sinuosity). The shape and angle of channel margms$ bank morphology were
visually assessed from graphs of each cross-se¢k@ures 2.15-2.17). Median
particle size and substrate heterogeneity were taltulated from the 200 particles
collected during the Wolman random pebble countmiesd in Section 2.5 above.
Roughness, defined as 3&0Hey, 1979), was calculated as an indicator oivflo

resistance.

Table 2.3. Measures of geomorphic diversity witéch reach.

Measure Variability River River Leigh
of: Arrow  Salwarpe Brook
Maximum thalweg amplitude Long-profile 1.17 0.36 0.50
(m)*
Maximum bedform Long-profile 2.27 1.75 1.35
amplitude (m)
Mean thalweg amplitude (m) Long-profile 0.59 0.16 0.08
(standard deviation) (0.34) (0.12) (0.10)
Fractal dimension** Long-profile 1.00132 1.000483 1.001646
Mean cross-section sinuosityCross-section 1.10 1.17 1.09
(standard deviation) (0.04) (0.09) (0.03)
Dso particle size (mm) Substrate 31 64 67
Roughnessk) (3.5Dz4)*** Substrate 221 403 450
Substrate heterogeneity (D Substrate 0.08 0.28 0.08
Deo) (Mm)

* after Emery et al., 2003
** Bartley & Rutherford, 2005
*** Hey, 1979

! Fractal dimension (D) = log(n) / ( log(n) + log@Avhere n is the number of segments in the linis, d
the straight line distance between the start amutgof the line and L is the total length of tieel

2 Sinuosity (S) = Lt/ Lsf where Lt is the total fgth of the line and Lst is the straight line distan
between the start and points of the line
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Large-scale variability of the long-profile was gtest at the River Arrow according
to both measures. Of the River Salwarpe and thghLBrook, long-profile variability
was smallest at the River Salwarpe based on maxithaiweg amplitude but lowest
at the Leigh Brook according to maximum bedform kimge. The latter measure
suggests the presence of coarser substrate andatevsdted areas of deposition or
marginal shelves that were inundated at high floMean bedform height was
approximately four times larger at the River Arrtivan the River Salwarpe, which
was twice as large as the Leigh Brook. Small-swaleability of the long-profile
(fractal dimension) influenced by substrate coagsernwas very small at all three
sites, but largest at the Leigh Brook, slightlysl@s$ the River Arrow and very small at
the River Salwarpe. Cross-section sinuosity waatgst at the River Salwarpe, owing
to the deep, straight-sided modified section ofrdeeh (Figure 2.16). Mean sinuosity
was slightly less but very similar in the River éuw and Leigh Brook reaches. Both
reaches supported deep-straight-sided banks osideef the channel, however the
sinuosity of the River Arrow cross-sections wasated by the relatively incised
cross-sections at the pools (Figure 2.15, (c)ufereas the sinuosity of the Leigh
Brook cross-sections peaked where coarse substiateluced variability (Figure
2.17, (e)). In terms of substrate size and heter@ge the River Arrow supported
uniformly small particles (coarse gravel), the llerook supported uniformly large
particles (cobble) whereas the River Salwarpe supg@aa large median size class
(cobble) but was more heterogeneous than the L&igbk. Consequently roughness

was greatest at the Leigh Brook and least at thierRirrow.

Chapter Summary

This Chapter has explained how the study sites were selected and described the
hydrology and geomorphic diversity of each reach in detail as a basis for exploring
the relationship between hydraulic heterogeneity and hydromorphology in Chapters 4
and 5. However before hydraulic heterogeneity can be quantified effectively it is
necessary to reduce the complexity of the hydraulic environment into relatively
uniform units or patches. A new approach to classifying the hydraulic environment is
presented in the following Chapter.

58



100.00
99.50
99.00
98.50
98.00
97.50
97.00
96.50

100.00
99.50
99.00
98.50
98.00
97.50
97.00

96.50

100.00
99.50
99.00
98.50
98.00
97.50
97.00
96.50

Figure 2.15. Topography of selected cross-sectised to calculate cross-sectional diversity inRher Arrow reach.
Inset shows the location of each cross-sectiortlamtbpography of the reach (overlaid with 20cmtoars).
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Figure 2.16. Topography of selected cross-sectised to calculate cross-sectional diversity inRheer Salwarpe

reach. Inset shows the location of each crosseseatid the topography of the reach (overlaid witbr2 contours).
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“An intelligent human being cannot treat every olgeit sees as a unique
entity unlike anything else in the universe. It has put objects in
categories so that it may apply its hard-won knodgde about similar
objects encountered in the past, to the object amdh.”

Steven Pinker, How the Mind Works, 1997
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Chapter overview

This chapter addresses the first objective of tesis — the development of a quantitative
classification of the hydraulic environment using4y cluster analysis. Two specific
hypotheses will be tested; firstly, that hydraydatches, defined by the joint distribution
of depth and mean column velocity and charactertsgdvithin-patch homogeneity and
between-patch heterogeneity exist inherently, awbrsdly, that fuzzy cluster analysis
can be used to delineate spatially coherent hydcguétches and the transitional zones
between them in a quantitative and objective manfiee chapter begins with a general
introduction to the principles and methods of ausanalysis. This is followed by a
review of how cluster analysis has been previoaglglied in a hydraulic context and
identifies how these approaches will be extendetthigistudy. The method of hydraulic
data collection and analysis used in this study then described. Results are presented
in the form of a hydraulic patch classification feach site. The chapter concludes with a
discussion of whether fuzzy cluster analysis i®lable and objective hydraulic patch
classification tool that improves on current metiodnd recommendations for its
application

3.1 Cluster analysis

3.1.1 General principles

Cluster analysis is a heuristic tool used to explive structure of multivariate datasets.
The term ‘cluster analysis’ refers to a range amhgtical classification methods used to
group entities by their attribute similarity. Ergg are objects or locations where several
attributes/variables have been measured. Entitiesnarmally represented as N data
points (feature vectors) in a low-dimensional htiteé spaceRP) in which the geometric
(typically Euclidean) distance between entitiedet how similar their attributes are
(Bezdek et al., 1999; Mathur, 2004). Legendre amdjelndre (1998, p.303) define
clustering as, the search for discontinuities in a continuous emwvnent; a process
which...recognises that objects are sufficiently Isind be put in the same group and to
also identify distinctions or separations betweeougs. Hence a general definition of a
cluster can be given as a group of entities mamglasi to each other than to entities
outside the cluster, characterised by internal sioimeand external isolation (separation)
(Cormack, 1971). Everitt (1974) also describedtelgsas’...continuous regions of the
[data] space containing a relatively high densitly points, separated from other such
regions by regions containing a relatively low denof point$ (p.44). This general
principle is implicitly assumed by all clusteringethods and directs the clustering
process (von Luxburg & Ben-David, 2005). Howeveshbuld be noted that thmecise
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definition of a cluster depends on the clusterilggp@thm and similarity measure used to

group entities (Milligan, 1996). Clusters can takifferent shapes, sizes and densities

(Figure 3.1) and different clustering methods aeeded to detect each type of cluster

structure (Legendre & Legendre, 1998). Random agdlarly spaced datasets containing

no natural clusters are shown in Figure 3.2.
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Figure 3.1. Examples of theoretically well-definetusters with different levels of

internal cohesion (compactness) and/or externdhtisa (separation): a) cohesive and

isolated spherical clusters, b) isolated lineastels, c) two cohesive, linked clusters and

d) overlapping hollow, linear clusters (Reprodudesin Gordon, 1981, p.5; Balasko et

al., 2001, p.8).
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Figure 3.2. Examples of random (left) and regutaght) data containing no “natural”

clusters (Source: Panayirci & Dubes, 1983)

A distinction can be made betwegIpervised cluster analysis, which allocates entities to

a priori classes (taxonomy), anshsupervised cluster analysis, which groups entities by

virtue of their attribute similaritywithout prior knowledge of the number or

characteristics of groups in the dataset (typoldggpendre & Legendre, 1998; Bezdek
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et al., 1999). A further general distinction can lade betweerhard and fuzzy
clustering; the former defines clusters within sgrBoolean object framework whereas
the latter applies fuzzy set theory and admits lap@ing clusters with indistinct, areal
boundaries (Everitt et al.,, 2001) (Figure 3.3).slf8 a considerable advantage when
dealing with real-world data that rarely contaimathe bounded classes. Fuzzy cluster

analysis is discussed in greater detail towarditueof the following section.

3.1.2 The process of cluster analysis

Cluster analysis is a three stage process inclu@nga pre-clustering assessment of
cluster tendency, (2) the selection and applicatiom clustering algorithm to partition the

data into groups (clusters), and (3) post-clusgevialidation of the resulting clusters (Jain
& Dubes, 1988; Bezdek et al., 1999).
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Figure 3.3. Example of fuzzy cluster structuresaitribute space: (left) 3 overlapping
fuzzy clusters and (right) 4 fuzzy clusters defiasdelatively high density sub-regions of
the data space. (Source: Fisher, 1936; Kondorf7}199

Stage (1) Assessment of clustering tendency

The objective of cluster tendency assessment establish whether natural groups are
present in the data, as this has important impdinatfor subsequent clustering processes
(Jain & Dubes, 1988; Hathaway et al., 2006). Evigeof a multimodal distribution in the
form of dense regions of data points intersperséti gparsely populated regions is

indicative of a clustered structure (Everitt, 19Mhereas random or regularly spaced
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data points (Figure 3.2) suggest an unclusteradttsiie (Arnold, 1979; Panayirci &
Dubes, 1983). Cluster tendency can be assesseadhalfp through visual inspection of a
scatterplot or histogram of the data distributi&@veritt et al., 2001), or more formally
using visual assessment tests based on pairwisendaities (e.g. Bezdek & Hathway,
2002). Alternatively, statistical tests of clustendency have been developed, such as
Hopkin’s (1954) test of spatial randomness andigi@ntand Hartigan’s (1985) dip test of
unimodality (Jain & Dubes, 1988). These test thdél hypothesis that the data is
uniformly, randomly or unimodally distributed andnclude whether a cluster structure is
present if not. However it is not clear how weksle tests perform for datasets containing
very fuzzy clusters, as datasets used to assessfféndiveness of the tests typically
contain a well-defined cluster structur®ome commentators suggest cluster analysis
should only be applied to datasets where a clestaring tendency has been detected, to
avoid the risk of partitioning data into spuriousaningless cluster groupings (e.g. Pal &
Bezdek, 1995; Jain & Dubes, 1988). However, Lege@dtegendre (1998) sanction the
application of cluster analysis to dat&houtnatural groupings if a strong practical need
for classifying the data into groups can be justifiln the case that clustering tendency is
either unproved, in doubt or knowingly absent, itsihbe acknowledged from the outset
that the group structure delineated by the clusgieprocess is imposed on the data. As
such the selection of an ‘optimal’ classificati® a subjective decision that must be

clearly justified.

Stage (2) Selecting and applying a clustering atgan

The second stage involves selecting and applyinlystering algorithm to partition the
data ( entities) intoc groups (clusters). How this is achieved depend$wanfactors;
how attribute similarity between entities is measuand which clustering method is
applied. A vast array of different clustering altfums has been developed and no single
method is appropriate in all situations (Gordon81;9Milligan, 1996). The three most
common approaches to clustering are 1) hierarcghi?¢aptimisation and 3) model-based.
As the type of clusters delineated strongly reflebe mathematical model that underlies
the clustering method and measure of similaritydugteis important to select a method
capable of detecting the type of structure belieteede present in the data or to compare
the results of different methods if the structigainknown (Gordon, 1981). It should be

noted that in the majority of clustering methodsibnly spatial information in attribute

67



space (rather than real, geographic space) thakén into consideration when grouping
entities — similarity is measured using non-spasiitibutes only. Therefore clusters
delineated in attribute space will only produce pawt clusters in geographic space if the
variables being clustered are spatially correlatedegionalised (Burrough et al., 1997).
A special form of clustering known as spatially-stvained clustering allows the user to
specify that only entities within a specified boangor geographic distance of each other
can belong to the same cluster. This approach earséful if administrative, regional or
national boundaries are relevant to the outcomejtbwas not appropriate in this study,

or indeed necessary, as depth and velocity dottehd spatially correlated.

Hierarchical clustering is a popular method thatoceeds by successively
combining/dividing groups of entities until eithall entities are assigned to a single
cluster (agglomerative clustering) or occupy thewn cluster (divisive clustering)
(Everitt et al., 2001). The output is viewed aseadtogram (tree diagram), where each
split/union of branches signifies a decrease/irsgeia the level of similarity between
entities in each group (Everitt et al., 2001). Tiser must decide which level of similarity
in the dendrogram gives the “best” partition, alihlo this is very difficult in practice
(Everitt et al., 2001). A major limitation of higchical clustering is that once objects are
assigned to a group, they cannot be moved to angtbap in a subsequent step, even if
it would increase within-group homogeneity (Hawkie$ al., 1982; Kaufman &
Rousseeuw, 1990). As a result, there is no guagahtd within-group homogeneity and
between-group heterogeneity are maximised in amyitipa (Legendre & Legendre,
1998). Furthermore, as the name implies, hieraathotustering is ideally suited to
detecting clusters in data with a nested groupcstra, such as the classification of
organisms in a biological taxonomy (Everitt et 2001). Where there is no underlying

hierarchy, optimisation methods may be more apjetgr

Optimisation cluster algorithms assigh entities into a user-specified numbe&) Of
groups such that a numerical criterion of withilmgp homogeneity (cluster cohesion)
and between-group heterogeneity (cluster isolatismpaximised (Everitt et al., 2001).
For example, the commonly used K-means optimisatlgorithm minimises the within-
cluster sum of squared Euclidean distances betwé#egntities in the cluster with the
cluster centroid (MacQueen, 1967). At the beginrohghe process points are selected

at random to act as initial cluster centroids aadheentity is assigned to the nearest
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cluster (Estivill-Castro & Yang, 2004). The averatjstance between all entities in the
cluster and its centroid are calculated, the ciustatroid is moved to this point and the
process is repeated until within-group variancemigsimised (Estivill-Castro & Yang,
2004). The k-means algorithm tends to detect sphleequal-sized clusters, however by
altering the way distance between entities is measand defined it is also possible to
detect clusters with different shapes, orientatiand densities (Bezdek, 1981; Estivill-
Castro & Yang, 2004). The main problem with optiatisn clustering is the need for the
user to specifg groups to partition the data into (Legendre & Ledye, 1998). As this is
generally unknowra priori multiple partitions within a user-specifieglin andcnax range
are generated. The optimum value foris subsequently determined through post-
clustering validation (Jain & Dubes, 1988). Optiatisn algorithms also suffer from the
local minima problem, that is, the algorithm mayweerge and get stuck at local minima
of the numerical criteria rather than find overaihima (Kaufman & Rousseeuw, 1990;
Pera et al.,, 1999). This is caused by the choice dfalnstarting position of cluster
centroids, which are usually allocated randomlyecfying initial centroids determined
by a prior clustering may improve the chance oflifag overall minima, however, the
only way to avoid this problem altogether is toccddte all possible partitions <2<w)

which is computationally impossible (Legendre & bedre, 1998).

Model-based clustering is not based on distancesele® entities but instead works on
the assumption that the data contains entities &r@apulations, each characterised by its
own probability distribution (Everitt et al., 200Ihe aim of model-based clustering is to
estimate the parameters (mean and covariance)ildegcreach distribution and the
probability of entities belonging to each distriouat (Fraley & Raftery, 1998). The most
common application of this approach assumes tha damtains a mixture of normal
distributions (Fraley & Raftery, 2002). Model-bassdstering algorithms are designed to
detect a particular type of distribution which eatister in the dataset is assumed to have
whereas in reality, entities may come from differemaped probability distributions. This
clustering technique also requires prior clasdificausing hierarchical cluster analysis

which can be problematic for large datasets (Fré&l&aftery, 1998).

The clustering methods discussed so far are designeetect well-separated, mutually
exclusive clusters to which entities either do @ mbt belong. However, a binary

Boolean-object model is often inadequate for regwésg complex, geographic or
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environmental phenomena which may have indeterminadundaries and exhibit
continuous but regionalised spatial variations (Bugh, 1996; Jensen, 2005). For
example, it is common to find transitional zonesofenes) at the boundaries of different
classes, in which entities bear resemblance toammore classes simultaneously. In a
river context, Moir & Pasternack (2008) identifidee limitation of linear boundaries for
representing hydromorphological units. Natural otgeare likely to contain a degree of
internal heterogeneity and have greater attributeeriainty towards their periphery
(Burrough, 1996). Zadeh (1965) developed the canokfuzzy sets as a way to model
inexact real-world data characterised by clasdificauncertainty/class overlap. This
concept is applied in fuzzy cluster analysis whegrebtities are assigned a membership
function value (MFV) that quantifies the degreeaoich they belong t@achcluster in
the classification (Bellman et al.,, 1966; Ruspiii969; Ho6ppner et al.,, 1999).
Membership functions lie in the interval [0, 1] antust sum to 1 across all clusters
(Zadeh, 1965). MFVs quantify how similar an entgyto each cluster centroid (i.e. class
prototype); 0.99 indicating almost exact similaryd 0.01 almost no similarity (Gan et
al., 2007). Membership function values are not pholistic; instead they indicate the

possibility of belonging to a class.

Figure 3.4a illustrates the membership functioruealof 18 entities to Group 1 of 2 in a
simple 2-fuzzy cluster classification. Points te fbwer left of the attribute space have
strong membership to Group 1, whereas those irugiper right have no similarity to
Group 1. Entities in the middle have some simiarit both groups as indicated by the
intermediate membership functions (to Group 1) Ire tinterval [0.2, 0.7]. The
membership function value of each entity to Group €quivalent to 1 minus the MFV to
Group 1.

As it is often necessary draw a hard/crisp conclufiom a fuzzy classification, a rule for
allocating entities with intermediate grades of rbemship to a single cluster can be
applied. This process is known @efuzzification. In Figure 3.4a, a cut-off threshold has
been applied (dotted line) whereby entities arecalied to the Group to which they have
the highest membership function. This ‘maximum litkeod’ defuzzification rule,

suggested by Zhang and Stuart (2001), is simplenbakes no use of information
gathered in the fuzzy clustering process. Altexgatiefuzzification rules, such as the

Confusion Index (e.g. Burrough et al., 1997) haeerbdesigned specifically to mine
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MFVs such that entities with confused class menieresan be identified and allocated
to a transitional boundary zone, as shown in Figdih. The Confusion Index (CI)
quantifies the ratio between the second and figgtdst membership function values and
thus reflects how confused/split membership is betwthe two groups to which the
entity has the highest possibility of belonging (Bugh et al., 1997). When CI
approaches zero there is clear membership to &egtags and little confusion, but when
Cl approaches one, the entity belongs to two ctagpproximately equally and there is a
high degree of classification confusion. Burrougltale (1997) suggested entities with a
CI>0.6 should be allocated to a special intergradengitional) class. By mapping the
value of the Confusion Index it is possible tmdicate parts of the landscape where
spatial change in classes is clear and abrupt diude and vagugBurrough et al., 2001,
p.532). Boundaries delineated using the Confusnatex are defined as zones of class

confusion (Burrough et al., 1997).
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Figure 3.4. lllustration of the fuzzy membershipdtion of each entity to Group 1 of 2 in
a 2-group fuzzy classification (Source: Gordon, 1198.58). Entities with intermediate
membership can be allocated to (a) a single clust€b) a transitional zone.

Whilst the Confusion Index is very effective foemtifying transitional boundary zones
where classes overlap, it does not guarantee lhaeabers allocated to a single cluster
achieve a minimum level of belonging. For examphea 5 cluster classification the
membership function values of an entity to eacksctzould be 0.45, 0.25, 0.15, 0.10 and
0.05. In this case the Confusion Index is less thé&n(0.25/0.45) so the entity would be

assigned to the highest membership class evenhhbwgs less than 50% similar to the
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class centroid. As a result, clusters defuzzifisshg the CI>0.6 rule may contain a wide
range of membership function values. To avoid frzblem an alternative approach to
defuzzification was proposed by Cheng et al. (20i¢reby a user-specified threshold,
known as armu-cut, is applied to the maximum membership functrafue such that a
specified degree of belonging (MB¥-cut) must be reached in order to be assigned to a
cluster (Cheng et al., 2001). Thecut threshold dictates how similar each entity hines
the cluster centroid (class prototype) to belorg d¢tuster. All entities with a maximum
MFV<a-cut threshold (i.e. less than the prescribed levedimilarity to a centroid) are
assigned to epsilon bands (zones of low classasirty)l. This approach allows the user to
control classification certainty and class homoggnéut requires the user choose an
appropriatex-cut threshold. This decision can be rather anbyitaad therefore introduces
a degree of subjectivity into the defuzzificatiorogess. As the threshold increases, all
members of a cluster have greater similarity todluster centroid but the proportion of
entities reaching the threshold decreases so nmditees are assigned to the epsilon bands
(Cheng et al., 2001). The final classification nbh@yeasier to interpret if a high proportion
of observations are assigned to clusters (i.e.dygua lowa-cut threshold such as 0.5);
however, this may obscure important informationuabunembership to other classes and
produce misleading results. For example, undeb a-8ut threshold an entity with MFVs
of 0.51, 0.40, 0.05, 0.02, 0.01, 0.01 in a 5-clustassification would be allocated to the
first class, even though its membership is relétievenly split between the first two
classes. Alternatively, under a relatively higdeut threshold (e.gz0.7) an entity which
clearly belongs to one cluster more than any ofeay. if MFVs were 0.68, 0.12, 0.10,
0.08, 0.02 in a 5-cluster classification) would &ssigned to an epsilon band if its
maximum MFV was less than thecut threshold. It is clear that the two approadues
defuzzification have a slightly different focus;ethConfusion Index targets the
identification of transitional boundary zones whelasses overlap and entities have split
membership whereag-cut thresholds target the identification of homuogeus class
“cores” in which entities have a user-specifiedrédegof similarity to the cluster centroid
(i.e. class prototype). The most appropriate raleide depends on the aims of the study
and the purpose of classification. The two rulas lva used in combination to counteract

the weaknesses discussed above.

Fuzzy clustering algorithms are generalisationerisip optimisation methods such as the

k-means algorithm (Hoppner et al., 1999). For eXxamthe fuzzy c-means (FCM)
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algorithm, developed by Bezdek et al. (1984), detespherical fuzzy clusters by
minimising the sum of squared Euclidean distancetsvéien entities and their cluster
centroid but relaxes the binary membership functionstraint of the k-means algorithm.
Adaptations to the distance measure used in theyfazmeans algorithms were later
introduced by Gustafson and Kessel (1979) and Gauth Geva (1989) to detect
ellipsoidal clusters with unequal sizes and dessit{Gan et al., 2007). Figure 3.5
illustrates the variation in cluster structure irepd by different clustering algorithms in a
4-cluster fuzzy classification. The dataset (Figa3, which shows head acceleration of a
motorcyclist through time after an impact, appe@rscontain four zones or clusters;
constant speed, rapid deceleration, rapid accalarahd a return to constant speed. The
fuzzy c-means algorithm (Fig. 3.5b) imposes 4 gelparated, spherical clusters that do
not provide a very intuitive classification of tdata. By contrast, the adaptive distance
function used in Gustafson-Kessel (Fig. 3.5c) arath&@eva algorithms (Fig. 3.5d)
which allows the shape, size and density of eagbtet to be defined separately, detects

the inherent ellipsoidal cluster structure of tla¢admuch more clearly.

In addition to specifying how many clustec3 the data should be partitioned into, fuzzy
cluster analysis requires the user to definethe fuzzifier, a weighting exponent applied
to the distance between entities and cluster celstr@Mathur, 2004). Whenr=1
membership functions become completely crisp (lyinarAs the value om increases,
membership functions to each cluster approach eguald the classification becomes
increasingly fuzzy — the distinction between clustbecomes more blurred and class
overlap increases (Bezdek et al., 1984). Bezdek €1984) suggested the useful range of
values formis [1, 30], although the best choice is<i52.5 (Pal & Bezdek, 1995), and
often the “most valid” partition is the “least fyZz(Bezdek et al., 1981, p.98). The user
may choose to partition the data imtgroups multiple times, each time varying the value
of m, however the addition of a second unknown paranoetemplicates the identification
of the optimal classification. The implicationswarying this parameter usually requires a
separate study. In practice a constant value (lysoedl.5 orm=2) is often used and has
proven appropriate in a range of applications (Bwgyrough et al., 2001; Arrell et al.,
2007;Legleiter & Goodchild, 2005).
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Figure 3.5. Example of the 4-cluster structuresasgal by different clustering algorithms
on the same dataset; (a) raw data, (b) fuzzy c-mdah Gustafson-Kessel and (d) Gath-
Geva (Source: McNames, 2000; Balasko et al., 2001).

Stage (3) Cluster validation

Cluster analysis partitions a dataset into growggamless of whether the data has a
natural group structure or not. Therefore furthealeation is necessary to determine
which partition, if any, contains meaningful clusteCluster validation, the third stage of
cluster analysis, aimstd evaluate the results of cluster analysis in argiative and
objective fashioh(Jain & Dubes, 1989, p.143) so that the optimaksification of the
data can be selected. Methods of validation vapgedding on whether or not the data has

a natural clustering tendency.
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If the dataset is believed or shown to have a ahtgroup structure based on a prior
assessment of clustering tendency, the purposédustec validity is to identify which
classification matches the true structure of tha dad detects the correct size, shape and
number of clusters (Gordon, 1981; Hoppner et &99). This is achieved by calculating
an objective measure of goodness-of-fit for eaalsgification. As Jain and Dubes (1988)
explain, “.. External criteria measure performance by matchingjustering structure to

a priori information...[whereas] Internal criteria @gss the fit between the structure and
the data, using only the data themselgs161). External criteria judge goodness-of-fit
in respect of variables not used in the clustegmgcess, for example, judging the
meaningfulness of hydraulic patches by testing tdrethey support different biotic
communities. Often this type of data is not avddady relevant external variables do not

exist.

Internal criteria, often referred to as validitydices, measure the quality of individual
clusters or the overall classification by quantifyicluster compactness and/or separation
(Hoppner et al., 1999). These work on the assumgltiat a valid cluster is an unusually
compact (dense) and unusually isolated (separg@ir of the data space (Jain & Dubes,
1989; Bensaid et al., 1996). Validity indices cam flotted for each value af and
visually assessed for discontinuities which maynokcative of the appropriate number of
clusters (Templ et al., 2008). However this methmah be misleading as large
discontinuities may occur farnclustered data (Jongman et al., 1995) or the isdicay
fail to detect the optimal number of clusters fadataset with a known cluster structure
unless it is very well defined (e.g. Templ et 2008). Furthermore, as each index defines
compactness and separation slightly differentlys iikely that predictions of optimal
may vary between indices (Jongman et al., 1995erCthe maximum or minimum value
of a validity index is taken as indicating the bispartition (Hoppner et al., 1999).
However, as Jain and Dubes (1989, p.189) point ‘auif is very difficult to fix
thresholds on such indices that define when thexnd large or small enough to be
considered “unusual™. To overcome this issue, it has become increasipgpular to
attempt to define the null distribution of validitydices so significant departures from
this can be assessed statistically (Jain & Dub@®9;1lvon Luxburg & Ben-David, 2005).
However, generating such test distributions fotigtiaal validation is difficult, time
consuming and does not guarantee that all clustestsres will be recognised (Hartigan,
1977; Gordon, 1981). As Gordon (1981) concludes,it is unlikely that...any
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criteria...will find widespread acceptance in a striypothesis-testing sense, because of
the difficulty of anticipating the behaviour of egbnt statistics under the great diversity
of different structures which could be presenthia tatd (p.126). Furthermore there is
no agreement in the literature about which critgalidity index is best to apply
(Milligan & Cooper, 1985; Pal & Bezdek, 1995; Kirhad., 2004). As each index makes a
different assumption about cluster structure adsisable not to rely on any single index
but compare several (Everitt et al., 2001). Afteviewing the performance of twenty
three fuzzy cluster validity indices in conjunctiavith the fuzzyc-means algorithm,
Wang and Zhang (2007) concluded that no validiteiidentifies the correct number of
clusters for all datasets. As Pal and Bezdek (198%hed, ho matter how good your
index is, there is a dataset out there waitingricktit (and you) (p. 153). In view of the
weaknesses of formal validation techniques Baxt®©4) concluded;...informal and
subjective criteria, based on subject expertises bkely to remain the most common

approachi (p.167).

Where the data doe®t have a natural group structure, all partitionsosganartificial
group structure hence elaborate statistical valigisting to find a significantly compact
and isolated partition is fruitless (Jain & Dub&888; Hoppner et al., 1999). Legendre
and Legendre (1998) point out that where clustatyais is used to describe the structure
of a continuum;'...it is immaterial to wonder whether these clustare “natural” or
unique” (p.304). Instead the grouping reflects the paldiciclustering method and
measure of similarity used; each clustering methwddreturn a unique grouping of the
same input data and the definition of “clusterpesculiar to the method by which it was
formed (Milligan, 1996). Hoppner et al. (1999) wargainst calculating validity indices
to compare clustering results from data that lacksinderlying clustered structure, as any
variation in index value is merely a reflectioniohate preferences for certain parameter
combinations rather than a reliable indicator dfdyeor worse partitions; all partitions are
equally “untrue”. In this situation cluster valigat is a more subjective process guided
by the user’s interpretation of the optimal clasation. It is possible, even if all the
classifications are artificial, that one is morefus$ or informative than another insofar as
it fulfils the original purpose of classifying tliata (Templ et al., 2008). As Everitt et al.
(2001) point out;'...it should be remembered that in general a clasaifon of a set of
objects is not like a scientific theory and shdoédjudged largely on its usefulness, rather

than in terms of whether it is “true” or “false” (p.4). Examples of subjective criterion
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used in clustering studies to select the optimassification have included the spatial
coherence of clusters when mapped in geographeegamery et al., 2003; Templ et al.,
2008), the intuitive meaningfulness and distribatad classes based on subject expertise
and knowledge of the study area (e.g. Burrough.e2@01; Arrell et al., 2007) and how

well environmental variations are differentiatedn@y et al., 2003).

3.2  From qualitative to quantitative classifications of the hydraulic environment

In Chapter 1 it was suggested that to understamd lhyaromorphology influences the
ecological health of rivers, it is first necessamyassess its influence on the hydraulic
environment which provides the physical living spdar freshwater biota. It was argued
that hydraulic patches, defined by the joint dmition of depth and velocity, could
provide a useful means of reflecting meso scalerdigdrphology. The limitations of
existing physical habitat assessment methods ftinedging such hydraulic patches
effectively were discussed. Qualitative visual sys/of surface flow types involve a high
potential for misclassifying or under-representingdraulic differences which,
“...compromises repeatability, precision and trandédity” (Poole et al., 1997, p.816).
Ecohydraulic modelling, whilst quantitative, onlyopides a species-specific view of the
hydraulic environment based on modelled hydraulitad Furthermore, both methods
impose crisp, linear boundaries on hydraulic patitebitats which misrepresent the

spatial ambiguity associated with natural boundanea continuous environment.

Several studies (Inoue & Nakano, 1999; Emery et 2003; Legleiter & Goodchild,
2005) have highlighted the potential for using ®usnalysis to develop a quantitative,
data-driven classification of the hydraulic enviment using single or multiple hydraulic
variables. Inoue & Nakano (1999) used hierarchibadter analysis (Ward’s method) to
define microhabitat units using five variables: medepth, mean velocity, velocity
variability, substrate heterogeneity and substcat@seness. An eight unit classification
was selected on the basis of clusters being “ind¢mple” (p.601) and significantly
different in at least one variable. Of these, fiwdts had significantly different mean
depth and six had significantly different mean weélp All eight units supported
significantly different habitat use patterns by guile masu salmonQncorhynchus
masou.
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Emery et al. (2003) successfully used hierarclotgdter analysis to assess the hydraulic
performance (defined by mean column velocity) ofolpiffle bedforms at low,
intermediate and high flows in two physically casting rivers. Four different
agglomerative hierarchical clustering algorithmsreveevaluated, of which Ward’s
method was selected as the best on the basisttipabvided“...the most appealing
overall results in terms of cluster size, shapenfgactness), density and internal
homogeneity”(p.543). Velocity data were clustered on a sitesity and flow-by-flow
basis. Multiple partitions containing two througb ten clusters were generated for
comparison. At each site a 6 cluster solution wasnted to provide;...the most
informative and well-defined classification of hgdlic patche% (Emery et al., 2003,
p.543). Solutions with fewer clusters failed totidiguish areas judged to have different
hydraulic character whereas solutions with largembers of clusters resulted in spatial
noise when clusters were mapped in geographic sgatesequent analyses of variance
showed that the number sfgnificantly different velocity classes varied between three
and six at each flow. Intermediate flows produdeal highest number of velocity classes
in the unmodified reach whereas the number of Bagmtly different classes decreased
with discharge in the semi-engineered reach whedfobm amplitude was much lower.
The results clearly illustrate the interactive effef channel morphology and discharge
on the hydraulic environment. It is debatable whetthe use of hierarchical cluster
analysis was appropriate in Emery et al.’s (200@) lmoue & Nakano’s (1990) studies as
data were collected and analysed at a single $patsde. As Hawkins et al. (1982)
advised, “..users should be wary of using hierarchic methddkay are not clearly
necessary(p.317). Nevertheless, the studies successflibned that hydraulic patches

delineated by cluster analysis reflect hydromorpbpland have relevance to biota.

Both Emery et al. (2003) and Inoue and Nakano (198®d hard clustering which
imposes crisp boundaries around hydraulic patchegleiter & Goodchild (2005)
recognised that,.".an innovative fuzzy approach could circumvent ghbjectivity of
conventional habitat classification and provide &her representation that more
faithfully honors the complexity of the fluvial @omment (p.30). Legleiter and
Goodchild (2005) used the fuzeymeans algorithm to classify Zmesolution hydraulic
data extracted from a 2D hydrodynamic model usmg ¥ariables; flow depth, velocity

magnitude, Froude number and shear velocity. Theéeinwas run at baseflow conditions
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in a 625m reach of the Kananaskis River in Cand@a. unique classifications were
generated using(m combinations in the range@<10 and 1.8m<2.5 (0.1 increments).
Although eight validity indices were calculated da@ selection of the optimak,(m)
combination, the majority of indices increased ecréased monotonically withandm
and were unreliable indicators, probably due tack lof clustering tendency in the input
data. Therefore the classification had to be chasdyectively based on knowledge of
conditions at the study site. A prior visual survegd identified the presence of four
habitat types (eddy drop zone, riffle, run/glidedapool). The four-cluster fuzzy
classification was found to producespatially continuous, compact and hydraulically

reasonabléclasses (p.37) and was selected as the optimssification.

Legleiter and Goodchild (2005) went on to demonstitzow indices of classification
uncertainty can be calculated from fuzzy membershipctions and mapped in
geographic space to explore the spatial variabdftglassification uncertainty. Legleiter
and Goodchild (2005) suggest zones of high clasdibn uncertainty might,contain
several habitat types, features unlike those faelasdwhere in the channel, or variability
at a scale finer than the spatial resolution of tfdata]” and ventured that, the
heterogeneity, uniqueness, and/or complexity cfetfznes of ambiguity make them, in a
sense, the most interesting portion of the stfeg@nl5). Variations in the width of the
transitional zone distinguish between relativelysgr boundaries separating distinct
habitats and gradual areal boundaries that maycoatvariety of habitat conditions. The
authors highlight that the proportion of the chdramsigned to transition zones depends
not only on the defuzzification threshold chosentbhg user, but also the nature and
guality of the data. Whilst fuzzy cluster analysigbles the user to explore and represent
the hydraulic continuum in much greater detail, fihal classification is site-, data-, and

potentially user-specific (Legleiter and Goodch2005).

33 M ethods

3.3.1 Data collection and preparation

Hydraulic surveys were repeated at five dischaegesach site. Where possible, very low
(Q80-Q99), low (Q60-Q80), moderate (Q40-Q60), HIYAR0-Q40) and very high (<Q20)
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flows were targeted at each site. Surveyed diselsavgere exceeded 88%, 70%, 53%,
22% and 13% of the time at the River Arrow site¥88%7%, 38%, 21% and 17% of the
time at the River Salwarpe site and 87%, 67%, 483%38p and 14% of the time at the
Leigh Brook site. Flow exceedence percentiles fier River Arrow and River Salwarpe
sites were calculated from best available data flanvironment Agency gauging
stations. For the Leigh Brook, a flow duration @imwas constructed from mean daily
flow data (converted from mean daily stage datagiai discharge rating curve) collected
at the University of Worcester hydrological moningy station between December 2007—
February 2011.

A grid sampling strategy was adopted to ensureamhs of the channel would be
represented evenly (Inoue & Nakano, 1999; Rivasa@ast al, 2005). Although a sub-
metre sampling resolution (e.g. 0.5.m x 0.5m) was$gored, this approach severely limits
the length of reach that can be surveyed in thd fiering a relatively stable period of
discharge (Inoue & Nakano, 1999; Legleiter & Goalt;h2005). To overcome this
problem streamwise sampling resolution was reduoetin to maximise the length of
reach surveyed at the River Arrow and River Saleasjies. Data were subsequently
interpolated to 0.5m x 0.5m resolution using anrad; spherical kriging model with 2m
variable search distance in ArcGIS v9.3.1 (ESRD90 This created regularly spaced
points that could be converted to raster formategsiired for spatial analyses (Thoms et
al., 2006). All original measurements were presgride more complex geomorphology
at the Leigh Brook produced hydraulic variabilitygasmaller spatial scale and therefore a
0.5m x 0.5m sampling resolution was necessary. lithited the length of reach surveyed
to 26m.

At each discharge surveyed, point measurementsabérwdepth (m) and streamwise

mean column velocity (at 0.6 depth) (fsvere collected at each node in the sampling
grid. Velocity at 0.6 depth is commonly used asemsure of mean column velocity (e.g.

Wadeson & Rowntree, 1998; Emesnt al, 2003; Moir & Pasternack, 2008) with

relevance to fish (e.g. Holm et al., 2001) and bieninvertebrate (e.g. Jowett, 2003)

habitat. Velocity was measured with a Valeport 8fléctromagnetic current meter

(x0.5%, +0.5cm/s) in wadeable conditions and a dwle RDi StreamPro ADCP (£1.0%

,£0.2cm/s) elsewhere. In practice, only the higiwfldataset at the River Arrow was

collected using an ADCP.
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3.3.2 Data analysis

Prior to analysis, data from all hydraulic surveyseach site were combined, plotted as
bivariate scatterplots and visually inspected foy @&xtreme outliers. Where present,
these were removed to prevent undue influence encthster analysis. Depth and
velocity point data at each flow were also conwkrte raster format for mapping
purposes and stored as layers in ArcGIS. Each pogaisurement was represented as a
0.25nf pixel.

Assessment of clustering tendency

The combined hydraulic datasets collected at eidehvere plotted in a 2D histogram and
scatterplot to examine the joint distribution ofptle and velocity and facilitate an
informal visual assessment of cluster tendency. AHlbgkins statistic was calculated for
the standardised hydraulic data at each site UdAGLAB code developed by Wester
and Steinberg (2008) to test the null hypothesas titie data were randomly or uniformly
distributed (i.e. unclustered). In addition thetsaglots of hydraulic data collected at
each individual discharge (Figures 3.7, 3.23 an@B)3were visually inspected for
evidence of natural fuzzy clusters, that is, regiamith a higher density of points

separated by regions with a lower density of points

Application of fuzzy cluster analysis

At each site, data from all hydraulic surveys weoenbined and standardised (z-scores)
using SPSS v.14 (SPSS Inc, 2005) to account fderdiit scales of measurement.
Hydraulic data were clustered on a site-by-sitesbfas the range 2s<8and a fixed value
of m=2 using Balasko et al.’s (2001) Fuzzy Clusterimg &ata Analysis Toolbox for
MATLAB (The Mathworks, 2009) and the Euclidean diste metric. This was repeated
with three fuzzy clustering algorithms for comparis fuzzy c-means (Bezdek et al.,
1984), Gustafson-Kessel fuzzy covariance (Gustatdftessel, 1979) and Gath-Geva
unsupervised optimisation algorithm (Gath & Geva89), generating a total of 21

partitions at each site.
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Selecting the optimal classification

The decision to pursue statistical validity testimguse subjective criteria to select the
optimal classification was dependent on the outcofhe cluster tendency assessment.
Where a natural cluster tendency in the pooled dyldr data was revealed by the
Hopkin’s statistic, four validity indices includiniie-Beni, separation index, scaled
partition coefficient and scaled classificationrepy were calculated to quantify cluster
compactness and separation to @lfective comparison between classifications (Xie &
Beni, 1991; Pal & Bezdek, 1995; Dave, 1996; Balaskal., 2001; Burrough et al.,
2001). To aidsubective selection of an optimal classification, leadassification was
visually represented using a scatterplot of therdwylic data which was overlaid with
cluster centroids and contours illustrating thepghasize and extent of clusters. In
addition a crisp classification (defuzzified usirtge simple maximum likelihood
defuzzification rule) was mapped in geographic epao the location and spatial
coherence of clusters in each partition could uated. The purpose of classifying the
hydraulic environment was to assess how it is erfted by variations in discharge.
Therefore the merits of each classification wergg@d according to three criteria. Firstly
the ability of the classification to reflect discha dependent changes to the hydraulic
patch structure was considered. This was done $peiting each classification of the
pooled data to see how well any natural fuzzy ehsstletected in the data collected at
individual discharges were reflected. This chedked patterns in the distribution of data
at each individual discharge were captured by thssdication. Secondly the location of
mapped clusters at low to moderate flows were coetpbwith a detailed field sketch of
geomorphic and topographic features in the reachotdirm links between hydraulic
patches and channel morphology. Clusters preselotvatlows that did not have clear
links to morphological features were consideretidcspurious artefacts of the clustering
process, rendering the classification sub-optirhhlrdly classifications were judged by
the spatial coherence of its clusters when mappegeographic space. Classifications
with lots of spatial noise and high proportion ofgde pixel patches were not considered

useful for assessing the location and configuratiomydraulic patches.
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Mapping fuzzy clusters and classification confusion

The location and extent of eafilzzycluster in the optimal classification was illusée
by mapping fuzzy membership function values. ThaefGsion Index was mapped to
illustrate where patch types overlapped and asgesther patch boundaries were crisp or

gradual.

Delineating transitional zones (hydraulic patch bdaries)

The transition zone (TZ) was defined using a cormfbdm of two rules. Firstly entities
with a Confusion Index > 0.6 were allocated to titamsition zone to represent areas of
the channel where class membership was confusetyaitdulic patch types overlapped.
Secondly, a 0.&-cut threshold was applied to all remaining ergitie identify those that
were not strongly characteristic of any clustee.(max MFV<0.5) despite not having
confused class membership. This extra threshollensured that all entities assigned to
clusters were at least 50% similar to their cluseetroid (prototype). After applying both
defuzzification rules a classification containingtransitional zone and crisp clusters
(hereafter referred to as a hydraulic patch types produced. Each hydraulic patch type
was labelled with a site code (RA - River Arrow, LBLeigh Brook, or RS - River
Salwarpe) and a unique number. This was done tml die subjectivity associated with
descriptive labels such as pool, glide and runtanalvoid pre-determined notions about
the hydraulic nature of such features that in tgatiay vary between individual instances
and/or sites. The location and extent of each hydrgatch type and the transition zone
were then mapped at each discharge. Descriptiviestata were computed for each

hydraulic patch type to illustrate their hydrautttaracteristics.

34 Results

3.4.1 River Arrow hydraulic patch classification

Hydraulic survey data

Table 3.1 shows the maximum, minimum, range an@asprof depths and velocities

recorded at each hydraulic survey at the River wrsde. Maximum depth was higher at
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the two lowest flows than the intermediate flow® da high flows scouring the channel
between data collection periods. Mean depth ineckasth discharge, although the range
and variance of depths varied very little. Meanou#y increased gradually with
discharge, however the variance also increaseadtidg a greater spread of values at
higher flows. The largest range of velocity valoesurred at intermediate and high flows
(Q53 and Q22).

Figure 3.6 illustrates the spatial variability aépdh and velocity throughout the reach.
Two very deep, slow-flowing areas in the middle atwmvnstream extent of the reach
were clearly evident at all flows. At low flows aeof high velocity were limited to the
topographic high points in the channel (Figure .38 discharge increased areas of fast-
flow extended longitudinally, covering the entiemgth of the reach at very high flow. A
large backwater zone, characterised by deep watktupstream eddies, was evident in

the downstream half of the reach, adjacent toitgia bank.

Table 3.1. Descriptive statistics of hydraulic datllected at each discharge, River

Arrow.

Hydraulic 0.21ni/s, 0.30m/s, 0.42m/s, 0.87mls, 1.41mils,
parameter Q87 Q70 Q53 Q22 Q13
Depthnax 1.33 1.26 1.22 1.28 141
Depthnin 0.01 0.01 0.01 0.01 0.02
Depthnean 0.31 0.30 0.35 0.41 0.51
Depthyariance 0.07 0.06 0.06 0.06 0.06
Depthange 1.32 1.25 1.21 1.27 1.39
VelocCitymax 0.884 0.940 1.192 1.109 1.223
Velocitymin -0.080 -0.199 -0.634 -0.610 -0.253
Velocitymean 0.096 0.107 0.157 0.243 0.448
VeloCityyariance 0.012 0.021 0.036 0.070 0.110
VeloCityrange 0.964 1.139 1.826 1.719 1.476

A scatterplot of hydraulic data at each individfiaw and all flows combined were
produced to illustrate the data distribution irribttte space (Figure 3.7). Two potential
outliers were identified at -0.634m/s (Q53) and®10m/s (Q22). However these values
occurred in zones of turbulence at the boundarwéen the thalweg and slow-flowing
areas so were not considered unreasonable andretareed in the dataset. Figure 3.7
illustrates the greater spread and shift of hydecadihta towards faster, deeper water as

flow increases. At Q13 (Figure 3.7e), a clear ditton between fast and slow-flowing
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areas emerged. However the combined discharge ajgteared to have a continuous
distribution (Figure 3.7f).

Velocity (m/s)
-0.634 - -0.200
-0.199 - 0.000
0.001 - 0.200
0.201 - 0.400
0.401 - 0.600
0.601 - 0.800
0.801 - 1.000
1.001 - 1.200
1.201 - 1.400

Depth (m)
0.01-0.10
0.11-0.20
0.21-0.30
0.31-0.40
0.41-0.50
0.51-0.60
0.61-0.70
0.71-0.80
0.81-0.90
0.91-1.00
1.01-1.10
1.11-1.20
1.21-1.30
1.31-1.40
1.41-1.50

0.21nt/s, Q87  0.30 ni/s, Q70 0.42 n¥/s, Q53 0.87 ni/s, Q22  1.41 ni/s, Q13
Figure 3.6. Variation in the mean column veloctiyp) and depth (bottom) measured at

each discharge throughout the reach, River Arrascfdirge increases from left to right).
Assessment of cluster tendency
The Hopkins statistic confirmed that the hydradiita pooled from all discharge surveys

were neither randomly nor uniformly distributed (=The alternative hypotheses —
unimodality (i.e. unclustered) or multimodalitye(i.clustered) were assessed visually by
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inspecting a scatterplot of the bivariate dataritistion (Figure 3.7f). Natural clusters, if
present, are evident as unusually dense and utysa@hted sets of data points (Jain &
Dubes, 1988; Banjeree & Davé, 2004). The data apdda have a continuous unimodal
distribution with the greatest density of data p®ioconcentrated in the lower left region
of the data space at depth8.5m and velocities<0.250m&". Data density decreased
gradually towards the limits of the data range, aad particularly sparse in the deep-fast
region. A 2D histogram of the bivariate data dmition (Figure 3.8) suggested the
possible presence of three small local distribufieaks at [-0.025-0.025iMs0.3-0.35m],
[-0.025-0.025m3, 0-0.05m] and [0.175-0.225fhs 0.05-0.1m] and a fourth, much
smaller peak at [0.625-0.675Ms0.35-0.40m]. However, these local distributioralke
were not isolated or separated by regions of kebtilow density and were therefore not

indicative of a well-defined cluster structure.

Visual inspection of the distribution of hydrautiata collected at individual discharges
(Figure 3.9) did suggest the presence of some alafurzy clusters. At very low to
moderate flow an elongated cluster of points withetocity of Om& and depth of 0-
0.45m was evident (Figure 3.9 a-c). At very higiwfl and to a lesser extent at high flow,
the data split into two main clusters, distinguighithe fast and slower hydraulic

conditions (Figure 3.9 d)
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Figure 3.9. Natural fuzzy clusters evident in tlaéaddistribution at (a) very low, (b) low
(c) moderate and (d) very high flow, River Arrow.
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Figure 3.7. Bivariate distribution of depth-velgciineasurements collected at (a) very

low flow (0.21nt/s, Q89), (b) low flow (0.30 ffs, Q70), (c) moderate flow {is, Q56),
(d) high flow (n¥/s, Q22), (e) very high flow (ffs, Q13) and (f) all flows, River Arrow.
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Selecting the optimal classification

As the pooled data did not exhibit a clear cluggerdency all the cluster partitions
generated in the clustering procesgposeda group structure on the data rather than
reflecting an inherent group structure. Hence the af validity indices to select the
optimal classification was inappropriate. Instehd bptimal classification was selected
subjectively. To aid this process all classificaiowere represented graphically in
attribute space, mapped in geographic space amdllyiscompared (Appendix B). The
classification was assessed by how well it refldtee natural fuzzy clusters evident in
data collected at individual flows, as a measur@&shbility to reflect the influence of
discharge. The location of mapped clusters at Imwd was assessed in relation to
channel topography (Figure 3.10) and geomorphitufea (Figure 3.11) that could have
provided an underlying cause for hydraulic variasio This section includes a full
explanation of how the optimal classification watested, with reference to Figures 3.9-
3.11 and Appendix B. The same decision-makinggssavas used to select the optimal
classification for the River Salwarpe and Leigh &o

The Gath-Geva algorithm, which optimises the fuzzmeans partition by detecting
clusters of different sizes, shapes and densies/ed computationally unstable for the
River Arrow hydraulic dataset. The algorithm onlyngerged for the 2, 3 and 6 cluster
solutions and on this basis was not examined artlyefu Each classification produced by

the fuzzy c-means and Gustafson-Kessel algorithasstiien examined in turn.

The 2-clusterfuzzy c-means classification provided little hydraulic differeation,
merely delineating the shallow-fast (topographighhiand deep-slow (topographic low)
areas of the channel (Appendix B, Table 1, Figured. The influence of discharge
variations on the hydraulic environment was nolectéd effectively. The addition of a
third cluster (moderate-fast) addressed this limita thus providing a basic
representation of the hydromorphology (AppendixiBble 2, Figures 3-4). The 3-cluster
classification delineated the main CGUs (pool, miide) in the channel (Figure 3.11).
The spatial extent of each cluster and the dedreeoss-stream hydraulic variation were
defined more precisely than would be typical ofisual bankside survey. Nevertheless,
the classification was relatively coarse and predidninimal hydraulic differentiation,

particularly at the two lowest flows where 76% atalpoints were assigned to a single
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Figure 3.10. Channel topography (top) and variatibthe thalweg elevation (bottom) in
the River Arrow study reach.

patch type (Appendix B, Table 2, Figures 3-4). fhduster classification (Appendix B,
Table 3, Figures 5-6) delineated an additional slowing patch type with moderate
depth. It identified areas characterised by upstreddies/recirculation and was judged to
be a useful addition to the classification. Thidcpatype reflected two hydromorphic
controls/features; firstly the sudden decreaseepiid at the pool margins and secondly,
the narrowing of the channel immediately downstreaimthe main pool which, in
combination with the presence of a submerged mahchl bar, created a large
backwater adjacent to the right bank (Figure 3.Ihg latter, which was characterised by
standing water, decaying organic matter and ddpaosdf fines, provided very different
habitat conditions to the pool margins. The additd a fifth cluster was also useful as it
differentiated between zones of moderate veloclopn@g the channel centreline and
shallow, slow-flowing zones near channel marginpg@ndix B, Table 4, Figures 7-8).

The 6-cluster classification (Appendix B, Tabld=gures 9-10) introduced a fourth slow-
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flowing patch type with moderate depth. Had theimision between the moderate, slow-
flowing patch type and deep, slow-flowing patcheaygflected the different formative
processes of the backwater and pool margins (meedi@reviously), the addition of a
sixth patch type may have been justifiable. Howekiex was not the case hence the sixth
cluster complicated the classification unnecessanild was regarded as representing a
transitional zone between shallow, slow-flowing gias and recirculation zones, rather
than a patch type in its own right. The additionaoSeventh and eighth cluster also
introduced spurious patch types which did not gtevurther insight into the relationship
between hydromorphology and in-stream hydraulicsndé the 5-cluster classification
was judged most appropriate. Although the 5-FCMsifecation delineated hydraulically
reasonable patch types that reflected hydromorpbrioccesses/features, hydraulic
differentiation and spatial coherence of clustext 3he two lowest flows were relatively
poor. Hence the classifications generated by thsta®son-Kessel clustering algorithm

were examined to assess whether ellipsoidal clipt@vided better results.

The 2-cluster Gustafson-Kessel classification wasswerably different, differentiating
between fast and slow areas of the channel ratlaerdeep and shallow areas (Appendix
B, Table 8, Figures 15-16). The 3-cluster GK cliésaiion was very similar to the FCM
classification and identified the topographic emtes and the discharge-dependent
moderate-fast patch type (Appendix B, Table 9, FeguL7-18). Greater differences were
evident in the 4-cluster classification (AppendixTable 10, Figures 19-20) in which all
the moderately deep/deep and slow-flowing areag whkassified as a single patch type.
Shallow to moderately deep areas of the channet whassified into three patch types
with slow, moderate and fast velocity. The 4-GKssléication favoured differentiation
by velocity whereas the 4-FCM classification favenlidifferentiation by depth. However
neither classification provided maximal hydraulidfetentiation. By contrast the 5-
cluster Gustafson-Kessel classification (Appendix Bble 11, Figures 21-22) did
provide an improvement over the 5-cluster FCM dfmsdion. In addition to the
moderate-fast and deep-slow patch types that 5-F034 distinguished, the 5-GK
classification delineated shallow-slow, moderatesvelow and moderate-slow patch
types. The shallow-slow patch type identified theeé topographic high points in the
channel at low flows and the newly inundated shabweas at high flows. The moderate-
very slow patch type described the natural fuzoster evident in the individual data

distributions at very low to high flow. This patdlipe delineated the slow-flowing
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recirculation zones at the margins of the pools ianthe backwater. The moderate-slow
patch distinguished the relatively faster flow loé¢ thalweg at very low to high flow. This
classification improved the spatial coherence andjitudinal sequencing of hydraulic
patches at low flows and produced the most inwitivepresentation of the
hydromorphology. As was the case with the fuzzyeans classification, using a higher
number of clusters did not reflect new hydromorplgalal features or processes and
merely divided the hydraulic continuum into moreasdes. On this basis the 5-GK

classification was selected as the optimal clasgifn for the River Arrow reach.

Fuzzy cluster membership distributions and classtion uncertainty

Table 3.2, which shows the hydraulic charactesstiteach cluster centroid (prototype),
confirms that the 5-GK classification identifieddifuzzy clusters with distinct hydraulic
character. Although the mean depth of clustersahd4 were similar, the velocities were
very different. The location and extent of eachzfuzluster at each discharge were
illustrated by mapping the spatial distribution mémbership function values for each
cluster (Figures 3.12-3.17). Pixels with high mershg to fuzzy cluster 1 (moderate-
moderate) formed a linear-shaped patch following tthannel centreline/thalweg,
downstream of the pool at all but the highest flfmgure 3.12). Pixels with partial
membership were mainly distributed at the bounaéis main patch but also occurred
in other places throughout the channel suggestieg high degree of class overlap
between this and other hydraulic patch types. Bixath high membership to fuzzy
cluster 2 (shallow-moderate) showed strong geogeaptning at the topographic high
points in the reach during low flows (Figure 3.13he number of pixels with partial
membership increased at high flows as velocitydased, causing considerable overlap
with fuzzy cluster 4. Pixels with high membershipfuzzy cluster 3 (moderate-slow)
were located around at the margins of the two dsépy-flowing areas and in the
backwater pool at all flows, although the strengftitlass membership and spatial extent
both decreased with discharge (Figure 3.14). Pami@mbership occurred in many
locations throughout the reach, demonstrating thezlap with every other fuzzy cluster
in the classification. At low and intermediate floanly pixels with partial membership to
fuzzy cluster 4 (moderate-fast) were evident am$ehoccurred in a very restricted area
along the channel centreline at the topographib pignt near the upstream extent of the

reach (Figure 3.15). At high flow a higher percegetaf pixels with high membership

92



aww

ffgmw | S B [ 77 exposed @ trposed

i\flomﬂj aren. \ub&ti‘-‘t,\:, O bouldesr

EC:Q 3 Submuivd *j bf-'sil(vw-lﬁ-r” Mj
V‘»ﬁa.{n/{'ﬁﬂ\ i Paa

*

[y
----‘

pmwmenug .

- am_

X b
- §~
.--a-__--‘-'_“ ..,
& fREe ..

M Eany

. low Gow (o-30i's~, 070 BANKRL ="
® ',"'--.-" MAWS th i
] _a"
: -~ - FLOW
‘ **
M ."-9
1'0
& N
ﬂoﬁLx Run 7 GLibg N | POOL.
LA SRRSO, ASICHIE NOVIUISIS. (S SESNEItY. UNCISNTN,, ISR . L 1 _; g
g8 o "'“5 A 35 o 20 s o

Figure 3.11. Annotated field sketch of the mainrgermhic features in the River Arrow study reache Extent of channel geomorphic units
identified during a bankside rapid habitat assessm@e also shown.

93



appeared at all three topographic high points.ekywnigh flow high membership pixels
covered approximately two thirds of the reach langlong the channel centreline. A
degree of class overlap with fuzzy cluster 5 (dslepy) was also evident at very high
flow. Membership to fuzzy cluster 5 (deep-slow) whd strong geographic zoning
indicative of a spatially-correlated hydraulic gatgpe (Figure 3.16). At low to moderate
flows membership to this cluster was almost birtarg to very few cells having partial
membership. At the two highest flows there was gree of class overlap with fuzzy
cluster 3 (moderate—slow) as depth in the recitmrazone increased and membership
values to fuzzy cluster 5 fell, caused by the iaseein velocity weakening the similarity

of many pixels to the cluster centroid.

Table 3.2. Cluster centroids for the 5—cluster &fgsin-Kessel classification.

Cluster Hydraulic description (depth-velocity) Depth (m)  Velocity (ms®)
1 Moderate-slow 0.37 0.217
2 Shallow-slow 0.14 0.272
3 Moderate-very slow 0.38 0.001
4 Moderate-fast 0.39 0.696
5 Deep-slow 0.86 0.062

Spatial variation of the Confusion Index was mappedlustrate where zones of class
overlap/confusion occurred (Figure 3.17). The vaain width of the dark areas reflects
whether class boundaries were relatively crispedim or “diffuse and vague” (Burrough
et al., 1997). At the two lowest flows, areas wathigh degree of class overlap occurred,
in the most part, as relatively crisp linear bouretabetween different clusters. Larger
patches of high class confusion were evident inatteas immediately upstream of each
pool, suggesting that this was an area of tramsibetween shallow-fast and deep-slow
conditions. These also coincided with patches dinsrged vegetation (Figure 3.11)
which may have created more variable hydraulic tmm$ and increased class
confusion. The Confusion Index was spatially norsyhe upstream extent of the reach,
possibly due to the presence of exposed bouldatspatches of submerged vegetation
(Figure 3.11) which created many flow refugia wdeper, slower water in an otherwise

shallow, moderate to fast-flowing area.
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Figure 3.12. Spatial variation of membership fumttvalues to fuzzy cluster 1 in the 5-

cluster Gustafson-Kessel classification, River Arro
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Figure 3.13. Spatial variation of membership fumttvalues to fuzzy cluster 2 in the 5-

cluster Gustafson-Kessel classification, River Arro
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Figure 3.14. Spatial variation of membership fumttvalues to fuzzy cluster 3 in the 5-

cluster Gustafson-Kessel classification, River Arro
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Figure 3.16. Spatial variation of membership fumttvalues to fuzzy cluster 5 in the 5-
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The concentration of high class confusion in crikpear zones suggests depth and
velocity data were strongly spatially correlatedhat two lowest flows. Intermediate flow
(0.42ms', Q53) presented a very different picture, with esigread but low level class
confusion throughout the reach. Class boundarigs défuse and indistinct and within-
cluster heterogeneity increased. Widespread clasgusion continued at high flow
although some crisp boundaries were evident artlumdieep, slow-flowing areas (fuzzy
cluster 5). Within-cluster heterogeneity increaseticeably in fuzzy cluster 3 due to an
increase in depth and decrease in velocity. Ihisresting to note the increased class
confusion at the core of deep, slow-flowing ardaszy cluster 5) at all flows, suggesting

that these areas (topographic lows) are assochttd a high degree of hydraulic
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heterogeneity. At very high flow (1.41msQ13), when discharge became the dominant
influence on the hydraulic environment, class ceitfin was lowest in the fastest flowing
areas (fuzzy cluster 4). By contrast, the deepestsaof the channel were associated with
the most class confusion, probably due to the uacheristic increase in velocity in these

areas.

Classification uncertainty can also be measurddrims of the proportion of entities that
are not assigned to single clusters under diffexesut defuzzification thresholds (Figure
3.18). Figure 3.18 illustrates the relative strimgyeof usinga-cut thresholds to defuzzify
a classification of continuous data. For exampteden a 0.7a-cut, where entities must
have>70% membership to a single cluster, only 48.2%tiestiwould be assigned to
clusters. At 0.8x-cut this falls to 31.6%. The small proportion bétchannel that can be
assigned to clusters under a high level of clasgifin certainty (i.e. a large-cut
threshold) is indicative of several factors. Fystthe inherently fuzzy nature of the
hydraulic environment means membership functioadikely to be split between classes.
Secondly, as the number of classes in the clagsdit increases and the membership
function values are spread between more classeslikblihood of achieving a high
membership value to a single cluster decreasesulttlikely for membership functions to
reach 0.8 or more, except for those entities inddatral core of each hydraulic patch
type. In order to assign 70% of entities to singjlesters in the 5-GK classification, it

would be necessary to apply a relatively lmwut threshold of 0.56.

Cl
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0.31-0.40
0.41-0.50
0.51-0.60
0.61-0.70
0.71-0.80
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Figure 3.17. Spatial variation of the Confusiondrdor the 5 fuzzy cluster Gustafson-
Kessel classificatiom(=2).
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Hydraulic patches and the transition zone

Fuzzy clusters from the optimal 5 Gustafson-Kestasification were defuzzified using
the combination of rules described in Section 8.&reate five crisp hydraulic patches
and a transition zone which represented areastoh pgpe overlap/patch type confusion
(Figure 3.19). The median and spread of depth (md) \&locity (m3) values in each
hydraulic patch are shown in Figure 3.20. Figu&l3hows the change in location and
extent of each hydraulic patch type with each iaseein discharge. A summary of the
hydraulic character of the patch types at each fisvghown in Table 3.3. RA1 was
characterised by moderately deep and slow-flowimgd@ions and showed a gradual and
steady increase in each variable as dischargeasede This patch type occupied the
channel centreline between the two deep, slow-figvareas at all but the highest flow,
where its extent was significantly reduced and mnailged by RA4. RA2 delineated the
shallow but moderately-fast conditions found at tigographic high points in the reach
at all but the highest discharge when it too wadaeed and marginalised by RA4. Both
depth and velocity in RA4 showed a gradual incre@isie discharge. RA3 identified the
zones of recirculating flow characterised by ugstieeddies and moderately deep water.
These occurred at the margins of deep, slow-flovangas and in the backwater pool
(Figure 3.11). Mean velocity in this patch type m@sed slightly with discharge whilst
depth increased at the two highest flows. The naidbr deep and fast-flowing areas in

the reach that appeared only at high discharges delineated by RA4. This patch type
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occurred along the channel centreline, replacindl RAd RA2. Mean depth increased
with discharge although mean velocity remainedtingdly stable. The fifth hydraulic
patch type occurred in the deepest areas of thenelh@and was characterised by deep,
slow-flowing water. This patch type was very stalideth in terms of its location and
hydraulic conditions at all but the highest flowhewn it was bisected by the Transition

Zone.

The Transition Zone incorporated the full rangelebths and velocities sampled (Figures
3.18 and 3.19) and occupied between 18-28% of ¢aehr (Figure 3.21). Boundaries
between patch types wheeither depthor velocity were very different (e.g. between
RA1l & RA2, RA3 & RA5 and RA1 & RAS3) tended to occas narrow bands. Wider,
more diffuse boundaries occurred where the dapthvelocity of adjacent patch types
were both very different (e.g. RA2 & RA3 and RA4RAS5). The topographic high point
near the upstream extent of the reach had a véchydistribution of transitional pixels,
reflecting the variable conditions in this area.tid¢ highest flow a very large transitional
zone appeared where the thalweg bisected RAS5. ¢terditions were too fast-flowing to
be classified as RA5 and too deep to be classifse@A4.

All patch types were associated with small degrfemternal heterogeneity as indicated
by the standard deviation (Table 3.3). In most sagiéhin-patch heterogeneity increased
marginally with discharge. The degree to which mersbip function values had been
exaggerated (i.e. 1-MFV) to allocate fuzzy entitiesa single hydraulic patch at each
discharge is illustrated in Figure 3.21. The averaaxaggeration index across all
hydraulic patches (but excluding the Transition &oimcreased slightly with discharge
from 0.23-0.25. At the two lowest flows membersayaggeration was mainly limited to
the outer edges of hydraulic patches with the ed@memf RA5 which contained more
exaggeration in the centre. Membership exaggeratioreased at intermediate and high
flow and was more evenly spread throughout thengxdéall hydraulic patch types. At
very high flow membership exaggeration was notibelwer in RA4 in the downstream
extent of the reach. Both class confusion and meshie exaggeration peak at
intermediate to high flows (Q53 and Q22) when tlydraulic environment is equally

influenced by channel topography and discharge.
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Table 3.3. Change in mean depth (m),{f) and mean velocity (13 (Vmea) in each
hydraulic patch with each increase in dischargendird deviation is shown in brackets.

Hydraulic Variable Q88 Q70 Q53 Q22 Q13
Patch (0.21ns™)  (0.30nis™) (0.42nis™) (0.87nis™) (1.41nis™)
RAL Drmean 0.30 (.06) 0.31 (.06) 0.37 (.09) 0.41 (.09) 0.4709J.

Vimean  0.164 (.04) 0.168 (05) 0.225(.06) 0.257 (.09)  0.277 (.08)
RA Dmean  0.10 (.06) 0.11 (.06) 0.14 (.06) 0.17 (07)  0.1D7)

Vimean  0.211(.09) 0.231(.12) 0.300(.13) 0.333(.13)  0.368 (.11)
Dmean  0.34 (.12) 0.34 (.13) 0.37 (12) 042 (12)  0.5M9.

RA3 Ve 0.013 (.03) 0.002 (03) -0.007 (05) -0.040 (.05)  -0.014 (.06)

Al Dmen 014 (06) 018 (04) 023 (12) 033 (11) 0412,
Ve 0.761(.09) 0.765 (10) 0.753(14) 0.685(11)  0.731 (.13)

A Do 091 (.16) 0.90 (15) 0.90 (14) 001 (14) 0.947)

Vmean  0.029 (.04) 0.026 (.05) 0.065 (.10)  0.104 (.14)  0.083 (.18)

3.4.2 River Salwarpe hydraulic patch classification

Hydraulic survey data

Table 3.4 shows the maximum, minimum, mean, range spread of depths and
velocities recorded at each hydraulic survey. Apeeted, mean depth and velocity
increased with discharge, as did the spread ofegalkround the mean. Figure 3.24
illustrates the spatial variability of depth andoeity throughout the reach. In the most

natural section of the reach (0-21m) a typical lardinal sequence of relatively deep-
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slow followed by shallow-fast flow patterns was eh&d. However, in the most heavily
modified section of the reach under the road bri@gm-35m), and to a lesser degree in
the downstream extent of the reach immediately voetloe bridge (36-45m), lateral
variation dominated and depth and velocity appeatszhgly positively correlated. The
deepest areas of the reach were associated wahdoour zones; one adjacent to a large
concrete boulder on the left bank near the upstredent, the other where the flow was
directed towards the centre of the channel underdhd bridge by baffles on the banks.
The highest velocities occurred at the two mosticant breaks of slope at 19-27m and
39-45m.

Table 3.4. Descriptive statistics of hydraulic datllected at each discharge, River

Salwarpe.

Hydraulic 0.53nmi/s,  0.79m/s, 1.14mJ/s, 1.63m/s,  1.84nils,
parameter Q88 Q67 Q38 Q21 Q17
Depthnax 0.45 0.50 0.58 0.65 0.62
Depthnin 0.01 0.01 0.01 0.01 0.01
Depthnean 0.14 0.17 0.19 0.25 0.27
Depthariance 0.008 0.009 0.011 0.010 0.012
Depthange 0.44 0.49 0.57 0.64 0.61
VeloCitymax 1.140 1.299 1.252 1.346 1.999
Velocitymin -0.082 -0.036 -0.083 -0.160 -0.107
Velocitymean 0.316 0.371 0.511 0.608 0.736
Velocityyariance 0.039 0.045 0.048 0.064 0.090
VeloCityiange 1.222 1.258 1.335 1.506 2.106

A scatterplot of hydraulic data at each individtialv and all flows combined illustrate
the data distribution in attribute space (Figu243. As the reach did not contain a pool
or riffle the data range is considerably smallemtlat the River Arrow and tends to show
a positive correlation between depth and veloaityidative of predominantly lateral,
rather than longitudinal, covariations (Figure 3)2At very low flow, the data is densely
clustered at low depths and a small range of visdsciAs discharge increases the spread
of data increases and shifts to reflect deepetterfasonditions. At very high flow
(1.84nf/s, Q17), two distinct depth-velocity bands are demt in the bivariate
distribution, suggesting that in different areastloé channel depth and velocity were

positively or negatively correlated (Figure 3.24e).
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Figure 3.23. Variation in the mean column velo€ityp) and depth (bottom) measured at

each discharge throughout the reach, River Salwarpe

Assessment of cluster tendency

The Hopkins statistic confirmed that the data wessther randomly or uniformly
distributed (H=1). Inspection of the intensity p(igure 3.25) suggested local peaks in
the depth-velocity distribution occurred at [~0.02/0.15m/s}] [~0.08m, ~0.35m/s],
[0.18m, ~0.4m/s], [0.25m, ~0.65m/s] and [~0.41m.51's]. However only the smallest
of these was separated by a relatively low densiyion. As such there was no
convincing evidence of a naturally clustered stritesin the data from all discharges
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Figure 3.24. Bivariate scatterplots of River Salpegahydraulic survey data at (a) very low
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Although the distribution of data combined from fidiws was too densely populated to
clearly show any natural fuzzy clusters, inspectibrihe data distribution at individual

combined. The 2D histogram suggested the distohutwas unimodal (Figure 3.25).

Salwarpe.



flows (Figure 3.26) did reveal some natural fuzlusters. At very low flow (Figure 3.26

a) four natural fuzzy clusters were evident; a $rhadhaped cluster near the origin, a
long vertical cluster of points with depths lesarth0.2m and velocities greater than
0.25m§", a small spherical cluster centred around 0.3 ardl 0.2m, and a horizontal
cluster of points with depths greater than 0.2m esldcities less than 0.5m/s (Figure
3.26). At moderate flows the data distribution wasre continuous with no clear
evidence of high density areas. At high flows twiffedent high density areas were
evident in the fastest part of the data distributas indicated in Figure 3.26.
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Figure 3.26. The hydraulic data distribution (left)very low flow (top row), high flow (middle
row) and very high flow (bottom row) at the Riveal®arpe with markers identifying regions of

high density (right)
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Selecting the optimal classification

As the greater flexibility of the Gustasfon-Kessddjorithm proved most suitable for
delineating hydraulic patches at the River Arrovassifications of the River Salwarpe
data generated with this algorithm were examined. fThe full results of partitioning the
data for Zc<8 using both Gustafson-Kessel and fuzzy c-mearwittighs are shown in
in Appendix C and will be referred to throughoustkection. As the data combined from
all discharges did not exhibit a natural clustetimgdency the subjective decision-making
process for selecting the optimal classificatiorthat River Arrow data was also applied
here. That is, the location of mapped clusters agsessed in relation to topographic
(Figure 3.27) and geomorphic features (Figure 3&&)cting local flow patterns. The
ability of the classification to reflect dischardependent variations in depth and velocity
and natural fuzzy clusters evident in the dataridistion from individual discharges
(Figure 3.26) was also taken into account, as \has spatial coherence of mapped

clusters.

The 5 G-K partition (Appendix C, Table 11, Figur2&-22) provided the optimal
classification of hydraulic patches, identifyingtibdateral and longitudinal hydraulic
variation at all flows. For example, lateral vaoatin the modified section of the reach
under the road bridge where depth and velocity vpergtively correlated was clearly
delineated by patch types 1 (moderately deep, sl8wshallow, slow) and 5 (deep-
moderately fast). The increase in the extent opdémv (patch type 5) associated with
the scour zone at higher discharges was also atyguaflected. The classification also
revealed lateral variation in the downstream ext#nthe reach (36-45m) between the
shallow-slow flow associated with the gravel deposi zone (Figure 3.28) and the
deeper, faster flow of the channel thalweg towdheésright bank. The increase in depth
and velocity in both these zones as discharge asede was amply demonstrated by the
transition between patch types 3 to 2 and 2 tonportantly the classification preserved
the lateral hydraulic variation in these two zorasall flows. Longitudinal hydraulic
variations at low flows were reflected by the semeeof patch types 5 (deep-moderate),
1 (moderate-slow) and 2 (shallow-fast). The tengidnwards hydraulic homogenisation
as discharge increased was shown by the expanswrd@minance of patch types 4
(moderate-fast) and 5 (deep-moderate). The advardaghe five cluster classification

over the four cluster classification was the imma\wdifferentiation of shallow-fast and
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moderate-fast flow which appeared as natural fudmgters at high flows. The five
cluster classification using the fuzzy c-means @iigon (Appendix C, p.4) was similar,
but did not provide the same level of differenbatbetween shallow-fast and moderate-
fast conditions. The addition of a sixth clusteoypded some further differentiation
between moderately fast flow around the exposedbeosiand faster flow at the break in
slope at low flows, but decreased the spatial @i of hydraulic patches at moderate-

very high flows and so was not judged to be a usefdition to the classification.
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Figure 3.27. Channel topography (top) and variatibthe thalweg elevation (bottom) in
the River Salwarpe study reach.
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Fuzzy cluster membership distributions and classiibn uncertainty

Table 3.5 shows the hydraulic characteristics aheduster centroid (prototype) in the 5
GK classification and confirms that each has distolepth-velocity characteristics. The
location and extent of the five fuzzy clusters athe discharge were illustrated by
mapping the spatial distribution of membership fiorcvalues for each cluster (Figures
3.29 to 3.33).

Table 3.5. Cluster centroids for the 5-cluster @issin-Kessel hydraulic patch

classification, River Salwarpe

Cluster Hydraulic description (depth-velocity) Diegim) Velocity (ms)
1 Moderate-slow 0.22 0.319

2 Shallow-fast 0.14 0.672

3 Shallow-slow 0.08 0.226

4 Moderate-fast 0.26 0.863

5 Moderately deep-moderate 0.40 0.534

High membership values to fuzzy cluster 1 (modeséie/) were predominantly located
in the upstream third of the reach at low flows wehine channel slope was marginal and
the bed topography flat and uniform. An additionatrow linear band occurred between
the zones of scour and marginal deposition in #rd@ral modified section of the reach.
As discharge increased the location shifted tow#tdschannel margins and the average
MFV to fuzzy cluster 1 decreased from 0.20 at matdeflow to 0.16 at very high flow.
Large areas of the reach had moderate MFVs toctuger, indicating a high degree of
class overlap with clusters 2 and 4. High membpr8inmction values to fuzzy cluster 2
(shallow-fast) were located at exposed boulder&-t8m) and the two main breaks in
slope (~20-25m, ~39-45m) at low flows. At moder&tehigh flows these conditions
moved to the large deposition zone in the downstreatent of the reach and became
less, frequent, patchy and marginalised at thekboéalope immediately upstream of the
bridge. Moderate MFVs occurred immediately upstremmd adjacent to high MFVs
indicating class overlap with fuzzy cluster 4 (m@de-fast). Fuzzy cluster 3 (shallow-
slow) occurred as large lateral bands in areasepbsition and shallow-slow flow at
channel margins at low flow. The bands shrank sshdirge increased and very few high
membership functions values occurred at high flowgh MFVs to fuzzy cluster 4

appeared at moderate flow but occurred predomiattlhigh flows, replacing fuzzy
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cluster 2 when its location shifted. Both the widihd length of the high MFV extent
increased with discharge. Fuzzy cluster 5 was pteatall flows and showed strong
geographic zoning. High MFVs occurred in the twoe® of scour. The location of high
MFVs to fuzzy cluster 5 remained stable at all #olowever the width and length of
both areas increased with discharge. A degree adscbverlap with fuzzy cluster 4

(moderate-fast) was evident.
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Figure 3.29. Spatial variation of membership fumctvalues to fuzzy cluster 1 in the 5-
cluster Gustafson-Kessel classification, River Aarro
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Figure 3.30. Spatial variation of membership fumttvalues to fuzzy cluster 2 in the 5-

cluster Gustafson-Kessel classification, River Sape.
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Figure 3.31. Spatial variation of membership fumttvalues to fuzzy cluster 3 in the 5-
cluster Gustafson-Kessel classification, River Sape.
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Figure 3.32. Spatial variation of membership fumttvalues to fuzzy cluster 4 in the 5-
cluster Gustafson-Kessel classification, River Sape.
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Figure 3.33. Spatial variation of membership fumttvalues to fuzzy cluster 5 in the 5-
cluster Gustafson-Kessel classification, River Sape.
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Spatial variation of the Confusion Index was mapjpedeographic space at each flow to
illustrate where zones of confusion (class overlagurred and to what extent (Figure
3.34). Zones of confusion were widespread at eflexy indicating a high degree of
class overlap. The least class confusion occuittrgdrg low and high flow when the data
distribution was concentrated at or near clustatro@s. For example at very low flow a
high density of data fell with in the bounds ofgtlers 1 and to a lesser extent clusters 2
and 3 hence these areas were least confused. Bymala high flow depth-velocity
measurements were concentrated near the centroassters 2, 4 and 5 so these areas
were associated with very little class confusion.ldw, moderate and very high flow,
more depth-velocity measurements were further francluster centroid and had
characteristics of more than one cluster. Consdtyudrere was a high degree of class
overlap throughout the reach, however the areadmiwi0-25m had consistently high
class confusion at every discharge. With the exoepf distinct zones of class confusion
in the scour zone in the upstream extent of thelread very low flow and the deposition
zone at the downstream extent of the reach at rat®ldlow, class confusion was

spatially noisy.
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Figure 3.34. Spatial variation of the Confusiondrdor the 5 fuzzy cluster Gustafson-

Kessel classificatiomn=2), River Salwarpe.
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Hydraulic patches and the transition zone

Figure 3.35 shows the extent of the five hydrapiédches and the transition zone in
attribute space following defuzzification. The nediand spread of depth and velocity
values in each hydraulic patch type are illustrateBigure 3.36. The change in location
and extent of each hydraulic patch with every iaseein discharge is shown in Figure
3.37 and a summary of their hydraulic characteprisvided in Table 3.6. RS1 was
characterised by moderately deep and slow-flowiogddions. Mean depth remained
relatively stable at all flows whereas mean velotitreased steadily with every increase
in discharge, peaking at high flow and decreasligitty at very high flow. This patch
type occupied the upstream third of the reach, ththexception of the scour zone, and
the margins of the scour zone in the central pathe reach at low flows. The extent
decreased markedly as discharge increased andomataned to the channel margins.
RS2 identified the shallow, fast-flowing conditiofmund near the two main breaks of
slope at low flows. In the central part of the fedlse extent of RS2 was significantly
reduced at high flows, being replaced by RS4. éndbwnstream extent of the reach RS2
was also replaced by RS4 however its location esthifaterally to the zone of deposition,
previously occupied by RS3. Mean depth remainetlestas discharge increased but
mean velocity showed a steady increase. RA3 idedtithe shallow, slow-flowing
conditions found near channel margins and depostanes at low flow. The patch type
was highly discharge-dependent, the extent faliirogh 41% at very low flow to 2% at
very high flow. Mean depth remained stable atlaivé however mean velocity peaked at
moderate flow. RS4 delineated the moderately desp flowing conditions that followed
the channel thalweg in all but the deepest aredseothannel at moderate to very high
flows. This patch type was also highly dischargpeselent and occupied less than 1% of
the reach at very low flow. Mean velocity showedradual increase with every increase
in discharge whereas mean depth only increasedgaemhflows. RS5 identified the
moderately deep, moderately fast conditions foundhe two scour zones; one in the
centre of the channel where flow had been defleatetithe other adjacent to a concrete
boulder in the upstream extent of the reach. Bwo#an depth and mean velocity
increased steadily as discharge increased. Thentexte this patch type increased
markedly in the upstream extent of the reach Iad & a small degree in the centre of the

reach, in each case replacing RS1.
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Figure 3.35. Scatterplot showing the bivariate ritigtion of all depth-velocity data
collected at the River Salwarpe. Colours indicaydraulic patch membership for the

defuzzified 5 cluster Gustafson-Kessel classifmatf the data.
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The Transition Zone incorporated the full rangevefocities and the vast majority of
depths sampled (Figures 3.33 and 3.34). It occupetveen 21-30% of the reach,
peaking at moderate flow. Boundaries between pgtols with a small difference in
eitherdepthor velocity (e.g. between RS1 & RS3) occurred asavatvands. The greater
the difference, the wider the transition zone (bgtween RS1 and RS4). Where the
depthandvelocity of adjacent patch types were both veffedent (e.g. RS2 & RS3, RS1
& RS2, RS5 and all other patch types), the tramsiione formed larger patches. These
typically occurred at the boundaries between thgitadinal sequence of patch types
(e.g. between RS1 and RS2). The scour zone infgbgaam extent of the reach had a
high proportion of transitional pixels at very loWow, indicating that it had
characteristics of RS1 and RS5 at this dischargen@derate-high flow deposition zones
became transitional as depth and velocity increageadvery high flow the main
transitional zones were located between patch&Sdfand RS5. At all flows the section
of the reach between 8-25m contained a high prigpodf scattered transitional pixels,
suggesting it contained variable hydraulic condsiacharacteristic of several hydraulic
patch types.

All patch types were associated with a small degfaaternal heterogeneity as indicated
by the standard deviation of depth and velocity Tiable 3.6. Velocity was more
heterogeneous than depth and tended to show greatation with discharge, typically
increasing as discharge rose. RS5 had the moshalge-dependent characteristics,
showing a gradual increase in mean depth and mebtity with every increase in
discharge. RS1 and RS3 had stable mean depth adrfissvs but mean velocity peaked
at moderate flow. Whereas RS2 and RS4 had staptd et showed a gradual increase

in velocity as discharge increased.

The degree to which membership function values leeh exaggerated in the crisped
classification at each discharge is shown in FiguB6. The average Exaggeration Index
varied between 0.24-0.27 but did not show a cleamdt with discharge. As expected,
pixels immediately adjacent to a Transition Zongidglly had the highest Exaggeration
Index. With the exception of RS5 at moderate—veigh hflow, MFVs had been

exaggerated throughout the reach, indicating tigl degree of class confusion and the

narrow range of depths and velocities associatéu hyidraulic patches at this site.
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Table 3.6. Change in mean depth (m).{F) and mean velocity (M3 (Vmea) in each

hydraulic patch with each increase in dischargendird deviation is shown in brackets.

Hydraulic Variable Q89 Q67 Q38 Q21 Q17
Patch (0.53n7's Y (0.79n7's Y (1.14m'sY (1.63n7'sY) (1.84nm'sY)
RS1 Drmean 0.23 (.04) 0.23 (.04) 0.21 (.04) 0.23 ).040.22 (.03)
V mean 0.268 (.09) 0.306 (.10) 0.344 (.08) 0.349 (.11) 33@.(.11)
RS2 Drmean 0.13 (.02) 0.14 (.03) 0.15 (.03) 0.14 ).030.15 (.03)
V mean 0.627 (.12) 0.640 (.13) 0.661 (.13) 0.707 (.13) 798.(.14)
RS3 Dmean 0.07 (.03) 0.08 (.03) 0.08 (.03) 0.10 ).030.09 (.04)
V mean 0.191 (.12) 0.215(.12) 0.252 (.11) 0.180 (.14) 190.(.13)
RS4 Dmean 0.24 (.02) 0.23 (.02) 0.24 (.03) 0.26 ).030.26 (.03)
V mean 0.746 (.10) 0.823 (.14) 0.819 (.16) 0.856 (.14) 950.(.18)
RS5 Dmean 0.38 (.03) 0.39 (.03) 0.40 (.05) 0.42 ).060.44 (.09)
V mean 0.417 (.08) 0.413 (.11) 0.484 (.08) 0.529 (.27) 610.(.12)
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Figure 3.38. Spatial variation of the Exaggeratioex for the defuzzified 5-GK

classification (n=2).

3.4.3 Leigh Brook hydraulic patch classification

Hydraulic survey data

Table 3.7 shows the maximum, minimum, mean, range spread of depths and
velocities recorded during each hydraulic surveyeahl depth increased steadily with
discharge. The variance and range of values atseased but to a slighter degree. Mean

velocity also increased with discharge but in stepmaining similar at low-moderate
flows and high-very high flows. The spread of valaeound the mean increased steadily
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with discharge until high flow then decreased gliglat very high flow. Maximum
velocity occurred at the break in slope immediatghgtream of the scour zone at every

flow but did not increase uniformly with discharge.

Table 3.7. Descriptive statistics of hydraulic dadtlected at the Leigh Brook.

Hydraulic 0.26n7/s,  0.38ni/s, 0.61m/s, 0.99m’/s,  1.30n7/s,
parameter Q87 Q67 Q45 Q23 Q14
Depthnax 0.51 0.52 0.63 0.63 0.72
Depthnin 0.01 0.01 0.01 0.01 0.01
Depthnean 0.11 0.14 0.18 0.23 0.26
Depthiariance 0.007 0.009 0.011 0.013 0.014
Depthange 0.50 0.51 0.62 0.62 0.71
Velocitymax 0.923 1.607 1.424 1.639 1.509
VelocCitymin -0.084 -0.668 -0.177 -0.350 -0.114
Velocitymean 0.154 0.251 0.296 0.547 0.567
Velocityyariance 0.026 0.050 0.071 0.098 0.092
VeloCityrange 1.007 2.275 1.601 1.989 1.623

Figure 3.39 illustrates the spatial variabilityd&pth and velocity throughout the reach. A
wide range of velocities were sampled at all batltwest discharge surveyed. Relatively
little longitudinal variation was evident in the ntel section of the reach (8-20m),

however the lateral distinction increased with désge as velocities at the thalweg
increased. The highest velocities occurred immebjiaipstream of the scour zone at a
break in slope where the channel thalweg flowedveeh two areas of deposition. The

magnitude and extent of high velocities in thisaamgcreased with discharge and a new
area at the downstream extent of the reach becaidhene. The deepest water occurred in
the scour zone and the central section of the resgrkading to the downstream extent at
higher discharges.

The bivariate data distribution at each flow wagtteld in attribute space (Figure 3.38).
At very low flow an exponential distribution wasigent. The greatest density of data
points occurred in the lower left of the distrilmuti where conditions were slow and
shallow, but the distribution also had two taildigating the fast and the deep extremes.
This was similar to the River Arrow distribution aery low flow, albeit with much
shorter tails, indicative of the more subdued bedfand smaller scale patch structure at
this site. At discharge increased data, the digiobh shifted towards deeper, faster
conditions and the data were more evenly distribuég very high flow the distribution

was more patchy; velocities <0.4m/s occurred inllewaor deep water but were not
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associated with moderate depths. Two diagonal bamde evident in the distribution,

suggesting that in some cases depth and velocity p@sitively correlated and in others

negatively correlated. However there was a sigaificlegree of scatter.

)

0.21nt/s, Q87  0.30 ni/s, Q70  0.42 ni/s, Q53

0.87 nils, Q22

1.41 ni/s, Q13

WYelocity (m/s)
-0.668 - -0.600
-0.599 - -0.400
-0.399 - -0.200
-0.199 - 0.000
0.001 - 0.200
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0.401 - 0600
0.601 - 0.800
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Depth (m)
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0.06-0.10
011-015
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031-035
0.36-0.40
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0.46-0.50
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0.56 - 0.60
0.61 - 0.65
0.66 - 0.70
0.71-075

Figure 3.39. Variation in the mean column velo€ityp) and depth (bottom) measured at

each discharge throughout the reach, River Arrascldirge increases from left to right).

Assessment of cluster tendency

The Hopkins statistic confirmed that the data coradiacross all flows were neither

randomly nor uniformly distributed (H=1). The daappeared to have a continuous

unimodal distribution with the greatest densitydata points in the lower left region of

the attribute space at depths <0.1m and veloci®850mg. Data density decreased

towards the limits of the data range and was paédity sparse at depths >0.4m. A 2D
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Figure 3.40. Bivariate scatterplots of Leigh Brdojdraulic survey data at (a) very low
flow, (b) low flow, (c) moderate flow, (d) high fig (e) very high flow and (f) combined

flows.
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histogram of the depth-velocity distribution alsmgested a unimodal distribution, with a

high frequency of points evident at [0-0.05m, 080n&] (Figure 3.41). The distribution

of data combined from all discharges did not appeaave a natural cluster grouping.
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Figure 3.41. 2D histogram (top) and intensity p{bbttom) showing the bivariate

0.3

0.2

0.1

distribution and frequency of all depth-velocity asarements collected at the Leigh

Brook.
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Visual inspection of the data distribution from iwidual flows (Figure 3.40) did reveal
some evidence of natural fuzzy clusters. At very ftow to moderate flow a region of
higher density at velocities <0.25thand depths <0.1m was separated by a region of
lower density from the rest of the data distribat{&-igure 3.42). At high and very high
flow a different region of high density with sligyideeper, faster conditions was evident
and a region of low density was evident in the bafkthe data distribution which

separated the fastest velocities from the sligtitdgper, slower conditions (Figure 3.42).
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Figure 3.42. Leigh Brook hydraulic data distribuatiat very low (top left), low (top right),
high (bottom left) and very high (bottom right) tvimarkers encircling regions of high

density and lines indicating regions of lower dgnsi
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Selecting the optimal classification

The same decision-making process was used to skeéeoptimal classification here as at
the previous two sites, aided by reference to ttenoel topography (Figure 3.43) and a
field sketch of geomorphic features (Figure 3.4d) classifications produced at this site
are shown in Appendix D. The 5 Gustasfon-Kessedsifigation was selected as the
optimal classification at the Leigh Brook becauseeflected the natural fuzzy clusters
evident in the data distribution at individual diacges, it produced spatially coherent
hydraulic patches that reflected the key geomorgbetures shaping the hydraulic
environment (Figure 3.43) and showed how their aytic performance changed with
discharge. The shallow-slow conditions associatéti wones of deposition that were
evident as natural fuzzy clusters in data fromvidlial discharges were identified as
hydraulic patch type 2 at low to moderate flows @adtch type 3 at high flows. At low
flows hydraulic patch type 3 identified the shallawoderately fast flow associated with
exposed boulders and breaks of slope. The scoa adjacent to the tree on the left bank
in the upstream extent of the reach and the deppeisbf the low gradient central section
of the reach were delineated as patch type 5.Wasscharacterised by low velocities and
a range of depths (0.15-0.46m) indicative of poglet environments. The ellipsoidal
shape of this cluster in the 5-GK classificatiorileeed the larger range of depths
associated with the scour pool better than thevatgnt spherical shaped cluster in the 5-
FCM classification. At high flows the 5-GK classt#ition delineated two clusters with
relatively high velocities which was an improvemener the 4 _GK classification. These
two clusters — patch types 4 and 5 - reflectedwlreareas of the high and very high flow
data distribution described in Figure 3.42. Paygle t4 (moderate-fast) identified areas of
the channel previously occupied by patch types® Zamhere the increase in discharge
primarily increased velocity whereas patch typeeflected areas of the channel where
increases in discharge primarily increased depAls. such this classification made the
effect of discharge on the data distribution velgac There was very little difference
between the 5-GK and the 5-FCM classification hasvem recognition of the advantage
of the ellipsoidal shaped cluster for improving thepth range associated with the scour

pool the Gustafson-Kessel classification was setkat optimal.

Classifications with more clusters reflected deaittdl velocity gradients in more detail

but resulted in more spatial noise and many mongleipixel patches. The 6-GK
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classification reflected additional variations ielacity, identifying a moderately deep
and moderately fast hydraulic patch reflectingplaéh of the thalweg at low to moderate
flows, whereas the 6-FCM classification differetedh lateral variations in depth in the
low gradient central section of the reach in greatetail. The 7-GK classification
incorporated both these differences but did notecefthe influence of distinct
geomorphic features. Conversely, the 2, 3 and 8taluclassifications over-simplified

hydraulic differences, failing to reflect distirgpatial or temporal variations.

Fuzzy cluster membership distributions and classiibn uncertainty

Table 3.8, which shows the hydraulic charactesstiteach cluster centroid (prototype),
confirms that the 5-GK classification identifiedvdi fuzzy clusters with different

hydraulic character, relative to the range of depdind velocities in the dataset. By
mapping the membership function values (MFVs) df eadtities to each cluster, the
location and extent of each fuzzy cluster at eashhérge could be illustrated (Figures
3.45 to 3.49).

Table 3.8. Cluster centroids for the 5 Gustafsosdééclassification

Cluster Hydraulic description (depth-velocity) Dieim) Velocity (ms)
1 Moderately deep-moderately fast 0.35 0.596

2 Shallow-slow 0.06 0.135

3 Shallow-moderate 0.14 0.448

4 Moderate-fast 0.22 0.891

5 Moderate-slow 0.26 0.104

High MFVs to fuzzy cluster 1 (moderately deep-madely fast) were relatively
infrequent until moderate flow when they appeared ilongitudinal band through the
scour zone. As discharge increased this locatiogasipto include the thalweg through the
central section of the reach (8-20m). High MFVdupzy cluster 2 (shallow-slow) were
widespread at very low flow, particularly in ancdand depositions zones and channel
margins. In contrast to fuzzy cluster 2, as disggancreased MFVs decreased and the
extent of the cluster was noticeably reduced, b&ugrparticularly limited at high and
very high flows. High MFVs to fuzzy cluster 3 (sloa¥-moderate) were, on average,
lower than those to fuzzy clusters 1 and 2 andteshifocation more as discharge
increased. At very low flow, high MFVs were locateda small area at the upstream
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extent of the reach where the thalweg was charthbliéween two deposition zones. At
low flow the extent increased significantly, indiog the path of shallow-moderate flow
throughout the central and downstream sectiongeoféach. At moderate flow the area at
the upstream extent of the reach was bisecteddtgrfadeeper flow into two bands either
side of the thalweg. This trend continued at higggwfwith all high MFVs being
constrained to the channel margins or depositioezoOnly a very small number of high

MFVs to this cluster were present at very high fléligh MFVs to fuzzy cluster 4
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Figure 3.43. Channel topography (top) and variatibthalweg elevation (bottom) in the
Leigh Brook study reach.
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Figure 3.45. Spatial variation of membership fumttvalues to fuzzy cluster 1 in the 5-
cluster Gustafson-Kessel classification, Leigh Broo
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Figure 3.46. Spatial variation of membership fumttvalues to fuzzy cluster 2 in the 5-
cluster Gustafson-Kessel classification, Leigh Broo
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Figure 3.47. Spatial variation of membership fumctvalues to fuzzy cluster 3 in the 5-
cluster Gustafson-Kessel classification, Leigh Broo
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Figure 3.48. Spatial variation of membership fumttvalues to fuzzy cluster 4 in the 5-
cluster Gustafson-Kessel classification, Leigh Broo
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Figure 3.49. Spatial variation of membership fumttvalues to fuzzy cluster 5 in the 5-

cluster Gustafson-Kessel classification, Leigh Broo

(moderate-fast) were most prevalent at high flapgearing in two patches spanning one
to two thirds of the channel width at the upstreanmd downstream extent of the reach. At
low to moderate flows partial membership to thisistér occurred at the thalweg,
indicating class overlap with fuzzy cluster 3. HigltVs to fuzzy cluster 5 were present
at every discharge, appearing in the central sectidhe reach adjacent to both banks in
the deepest section of the channel at low-mod@mates but constrained to the right bank
at very high flow as the zone of fast flow expandetkels with partial membership to

this cluster were relatively rare, suggesting tiséirtct character of this cluster.
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Spatial variation of the Confusion Index was mappedllustrate the degree of class
confusion/overlap throughout the reach (Figure 8.58e Confusion Index was spatially
noisy and widespread at all flows indicating a haggree of overlap between fuzzy
clusters. At very low to moderate flows the areaih \greatest class certainty were the
deposition zone at the upstream extent of the reawh the moderately deep, slow
flowing region adjacent to the right bank. The eaf confusion between these two areas
became increasingly crisp at moderate flow. At Higiv a very high proportion of the
channel had confused class membership. The arsasiagd with least class confusion
at lower flows were associated with a high degreelass confusion, suggestive of a
discharge-related change in hydraulic characteghHilass certainty was evident in a
larger proportion of the channel at very high fldvine thalweg was classified with a high
degree of certainty along the whole reach exceptvatlocations where there was a
change in depth. Here classes overlapped incretsngonfusion Index. The moderately
deep, slow-flowing area adjacent to the right besals also classified with certainty and
was separated from the thalweg by a narrow zonelags confusion indicating a
relatively crisp boundary between these two areas.

Cl
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Figure 3.50. Spatial variation of the Confusiondrdor the 5-cluster Gustafson-Kessel

classification, Leigh Brook.

Hydraulic patches and the transition zone

The fuzzy classification was defuzzified to creéitee crisp hydraulic patches and a
transition zone representing areas of patch typerlap/patch type confusion (Figure

3.51). The median and spread of depths (m) anctitiele (ms') in each hydraulic patch
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type are shown in Figure 3.52. Figure 3.53 showsdiiange in location and extent of
each hydraulic patch type with every increase stlirge. A summary of the hydraulic
character of hydraulic patches at each flow is showTable 3.9. LB1 was characterised
by moderately deep, moderately fast conditionssirmived a steady increase in velocity
as discharge increased. Mean depth remained idiatstable at all flows. This patch
type was not present at all at very low flow argl@ktent increased significantly with
discharge, illustrating its discharge-dependentineatAt low flow this LB1 appeared as a
narrow linear band through the scour zone adjacetite large tree on the left bank. The
area expanded laterally and longitudinally as disgé increased, indicating the path of
the thalweg at higher flows. LB2 delineated thellsiag slow-flowing areas of the
channel, predominantly located at zones of deposdnd channel margins at low flows.
As depth and velocity increased with dischargethso extent of LB2 decreased as it
became constrained to the very edge of the chatregh flows. LB3 identified areas of
the channel with moderate depth and moderate wglo&t very low flow this was the
path of the thalweg through the topographic higm{soat the upstream and downstream
extent of the reach. The extent of LB3 increaseth wlischarge until moderate flow,
above which the increased depths and velocitiéisese areas were better represented by
LB4 (moderate-fast). At high flows the extent @3 decreased and shifted, replacing
LB2 at deposition zones and near channel margirsanMiepth and velocity varied with
discharge to a small degree but did not show aoumifincrease or decrease. LB4
delineated the moderately deep, fast-flowing camadkt at the topographic high points at
the upstream and downstream extent of the reahfghatflows. This patch type was not
present at very low flow and in two very small egs at low flow. The extent spread
noticeably at moderate flow and high flow, but @&ased slightly at very high flow in
areas where depths increased and were better tdvésad by LB1. The final patch type
in this classification, LB5, delineated the deepmsts of the channel with slow-flowing
water. At low flows these conditions were foundtire central section of the reach
including the scour zone. As discharge and thecigiof the thalweg increased through
this area, so the extent of LB5 was marginalisedrnt@area between the thalweg and the

right bank. Both depth and velocity showed a sinallease with discharge.

The Transition Zone incorporated the full rangedejpths and the vast majority of
velocities sampled (Figure 3.52). Its extent waktneely stable at each discharge,

occupying between 18-23% of the reach. At very ftow the Transition Zone mainly
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occurred at the boundary between hydraulic patpbegyand was 1-2 pixels wide (0.25-
0.5m). A larger transitional area was located atltbundary between LB2, LB3 and LB5
at 17-20m, signifying an area of class overlap.sTdriea, plus the path of the thalweg
through the central section of the reach, was @éstsitional at low and moderate flows.
At high flows noticeable transitional patches ocedrwhere LB1 and LB5 overlapped.
The scour zone was classified as transitionall dwdlvery low flow. Turbulent, variable
hydraulic conditions at this location made it unraaderistic of any single cluster; depth
being too high to be classified as LB5 or velositieo slow to be LB1.

The degree to which MFVs had been exaggeratedldocasdd fuzzy entities to crisp
clusters (i.e. 1-MFV) at each discharge was magpapire 3.54). As might be expected,
the greatest exaggeration occurred at patch boiesdahere class confusion was more
likely. The core of patch types LB1, LB2 and LB5smaxaggerated the least. LB3 and
LB4 were associated with a higher degree of clasggeration, possibly because they
occurred in areas with a high degree of turbulesmo@ variability, such as exposed or
newly inundated boulders and breaks in slope.

Table 3.9. Change in mean depth (m).{F) and mean velocity (M3 (Vmea) in each

hydraulic patch with each increase in dischargend&ird deviation is shown in brackets.

Hydraulic Variable Q87 Q67 Q45 Q23 Q14
Patch (0.23n7s Y (0.37n'sY) (0.61n7s Y (0.99n7s %) (1.30n7s Y
LB1 Drmean - 0.39 (.06) 0.36 (.07) 0.35 (.06) 0.376}.
V mean - 0.432 (.05) 0.529 (.10) 0.591 (.12) 0.635 (.11)
LB2 Dmmean 0.05 (.04) 0.06 (.03) 0.06 (.03) 0.06 ).030.07 (.03)
V mean 0.118 (.09) 0.135(.10) 0.083 (.10) 0.171 (.10) 158.(.11)
LB3 Drmean 0.10 (.04) 0.13 (.05) 0.14 (.04) 0.13 ).040.14 (.04)
V mean 0.474 (.12) 0.446 (.12) 0.452 (.10) 0.477 (.10) 47Q.(.10)
LB4 Dimean - 0.15 (.02) 0.18 (.03) 0.22 (.05) 0.2D4j.
V mean - 0.932 (.26) 0.911 (.19) 0.973(.19) 0.939 (.18)
LB5 Dmmean 0.22 (.06) 0.25 (.05) 0.26 (.06) 0.29 ).060.32 (.07)

Viean  0.068 (.06) 0.074 (.07) 0.094 (.08) 0.126 (.11) 116.(.09)
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Figure 3.51. Scatterplot showing the bivariateritiation of depth-velocity data from the
Leigh Brook at (a) very low, (B) low, (c), moderatd) high, (e) very high and (f) all
flows. Colours indicate hydraulic patch membersiign the defuzzified 5-cluster

Gustafson-Kessel classification.

134



0.80 2,000

*
° 1,500
0.60 E
2 1.0004
2 g
£, 0401 g 0500
=]

g
B
S d
0 000+ T
0.201 5
-0.5009
é 8
0.004 -1.000+
T T T T T T T T T T T T
LBl LE2 LB3 LB4 LB3 TZ LBl LBZ LE3 LE4 LB5 TZ
Hydraulic patch Hydraulic patch

Figure 3.52. Boxplots showing the median and spidadepth (m) (left) and velocity

(ms?) (right) in each hydraulic patch across all flows.

Exaggeration
Index

0.00-010
011 -0.20
m 0.21-030
m 0.31-040
m 041-050

m Transition Zone

0.23n’s*, Q87  0.37ms’, Q67 0.61nE", Q45 0.99r%", Q23 1.30rs", Q14
Figure 3.55. Spatial variation of the Exaggeratiodex for the defuzzified 5-GK
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35 Discussion

At the beginning of the chapter it was hypothesised hydraulic patches, defined by the
joint distribution of depth and velocity, indexed/ lwithin-patch homogeneity and
between-patch heterogeneity, exist inherently — the hydraulic environment has a
natural patch structure determined by the intevactietween discharge and channel
morphology. It was further hypothesised that spigt@herent hydraulic patches and the
transitional zones between them could be delineqiehtitatively and objectively using
fuzzy cluster analysis. Assessment of clusterimgléacy showed that in attribute space
hydraulic data combined from surveys at multiplsciarges has a continuous unimodal
distribution rather than a well-defined clusterigpcstructure. However visual inspection
of the data distribution collected at individuascharges did show the presence of natural
fuzzy clusters, defined as regions with a high dgrmd points separated by regions with
a relatively lower density of points. The optiméssification of the combined hydraulic
data was that which best reflected the naturatefusgructure of its constituent data sets.
As depth and velocity are spatially correlated alalgs, clusters delineated in attribute
space from the combined dataset produced spatalherent hydraulic patches with
strong geographic zoning when mapped in geogragjace. In this senseeaningful
hydraulic patches can be delineated using cluster analysis. Furthermore the
application offuzzy cluster analysis enabled transitional boundary zones, areas
wher e hydraulic observations wer e characteristic of more than one hydraulic patch
type, to be delineated quantitatively. As Legleiter and Goodchild (2005) suggested this
produces a more faithful representation of the yuznmplex in-stream environment and
improves on existing classifications that repredeydraulic patches with crisp, linear
boundaries (e.g. Padmore, 1997; Emery et al., ZDR3ms et al., 2006).

Legleiter and Goodchild (2005) discussed how plamt@mbership function values could
be mined to illustrate the varying width (crispgradual) of transitional zones between
hydraulic patches and to indicate areas of the r#lawith high habitat diversity (i.e.
confused class membership), thus improving theiapelassification of the hydraulic
environment. The results of this study showed thatdefuzzification rule used has a
significant impact on the final classification but must be chosen by the user. Previous
studies have applied one of two rules; CI>0.6 (Bugh et al., 1997) or a user-specified

a-cut threshold (Cheng et al.,, 2001). This studyliadpa unique combination of
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defuzzification rules to ensure that entities with confused class mesfij@rand/or
<50% membership to a single class were assign#tettransition zone. This approach is

recommended to increase confidence in the homoyesfdiydraulic patches.

Under this rule the transition zone occupied alsimand significant proportion of each
reach ranging from 18-23% at the Leigh Brook, 1862& the River Arrow and 21-30%
at the River Salwarpe. Theidth and shape of transitional boundary zones reflected
the degree of differencein hydraulic conditions of the patches either side; thin (one or
two pixels wide) linear transitional zones occurbedween patches witkither depthor
velocity differences whilst thicker, patchy tramsital zones occurred (a) at the junction
of more than two hydraulic patch types, (b) betwiem patch types with different depth
and velocity characteristics or (c) between two pdtgies with large differences in depth
or velocity (e.g. slow/fast or shallow/deep). Gaxeeption to this occurred at the Leigh
Brook where a transitional zone patch appearekarsinall scour pool adjacent to the left
bank at low and very high flow. Whilst it appeartbat this area fell on the boundary
between LB1 (mod-mod) and LB5 (slow-mod) patché&sser examination revealed these
hydraulic observations occurred at depth-velocgynbinations beneath LB5 in attribute

space, rather than between LB1 and LB5.

The study and function of boundaries forms a keyré of landscape ecology as applied
to riverine landscapes (Wiens, 2002). Boundaries eootones often function as
biodiversity hotspots so the ability to delineatels zones plays an important part in
understanding the link between physical and bialagdiversity (Amoros et al., 1993;
Malanson, 1993 Ward & Wiens, 2001; Ward & Tockner, 2001). To daeundary
research in riverine landscapes has focussed anaipand hyporheic zones (Naiman &
Décamps, 1997; Boulton et al., 2010). The technigoesented in this study for
delineating in-stream boundaries between hydradiches provides mew avenue for
boundary resear ch at the sub-reach scale.

Whilst it is acknowledged that choice of an ‘apprate’ defuzzification rule introduces a
degree of subjectivity, an important feature of theantitative approach to hydraulic
patch classification presented here is that itassple to explicitly quantify uncertainty
associated with the chosen classification. The eego which class membership is

exaggerated in a crisp classification of a fuzzyimmment can be quantified and
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mapped, illustrating the degree of heterogeneithiwimeso scale hydraulic patches and
where and to what extent hydraulic complexity haserb simplified. This is an
improvement over standard meso habitat assessnethods in which the classifications
are variously defined. Further work would be neetdetdst the ecological significance of

numerically delineated hydraulic patches and ttaomal boundary zones.

3.5.1 Linking hydromorphology and the hydraulic rorment

A current theme in river research is the develognoéra reliable method for linking
morphology and hydraulics (hydromorphology) to ustend or predict the hydraulic
performance of bedforms over a range of flows (Elgford et al., 2002). Examination
of the various classifications produced at eachisithis study illustrated the influence of
reach and meso scale hydromorphology on the hydramvironment. The 2 cluster
classifications reflected the influence of reaclalscchannel geometry on the depth-
velocity distribution. Stewardson & McMahon (200@¢scribed, in theoretical terms,
how a prismatic channel with lateral but no londital variation would produce a depth-
velocity distribution similar to Figure 3.55a andextangular channel with longitudinal
but no lateral variation would produce a depth-ggjodistribution similar to Figure
3.55b. Whilst the channel geometry of the rivergdusn this study had a shape
somewhere in between these two theoretical extreinegas the case that the study
reaches were dominated by either lateral or lodgial variation. Longitudinal variation
dominated in the River Arrow reach due to pronodnpeol-riffle bedforms. This was
particularly evident in the shape of the depth-e#jodistribution at low to moderate
flows (Figure 3.7a-c, p.17) and was successfulfieceed in the 2 cluster classification
which partitioned the dataset based on longitudaiierences in depth (2-FCM) or
velocity (2-GK) (Appendix C, Figures 1-3, p.1. aRdjures 14-16, p. 8). By contrast, the
channel geometry of the River Salwarpe and LeighoBrreaches were characterised
more by lateral than longitudinal variation. Consewtly the depth-velocity distributions
were more like Figure 3.55a, with depth and velobiing positively correlated in some
places, such as the modified central section oRilver Salwarpe reach. At both sites the
2 cluster classification bisected the depth-vejodistribution diagonally into shallow-
slow and deep-fast which, when mapped, illustraditeddominance of lateral variability
(Appendix D & E, Figures 1-3, p.1 and Figures 14{1.8).
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Figure 3.55. Example of the depth-velocity disttion produced by (a) a prismatic
channel lacking longitudinal variation, and (b) ectangular channel lacking lateral

variation

The influence of meso scale bedforms on the hydraunlvironment was evident from the
spatial structure of hydraulic patches delineatedhfthe depth-velocity distributions. In
some cases hydraulic patches were nested withino rseale bedforms, reflecting
additional lateral and/or longitudinal hydraulicriegions. For example, faster, deeper
conditions along the channel thalweg were typicdiktinguished from shallow, slower
conditions at channel margins in glide and pool GGUh other cases, visually
distinguishable bedforms, such as the small scoal and the riffle in the Leigh Brook
reach, were not identified as distinct hydraulicdcpas, but as transition zones or
combinations of hydraulic patch types. This mayabeeflection of the fact that these
bedforms were small in area so the number of hydralata points from them would
have formed a very small proportion of the datdsai which the classification was
derived. However it may also suggest that someonsesle bedforms may be more
appropriately characterised by heterogeneity thamdgeneity. Riffles, for example,
contain a high degree of spatial heterogeneity tdusmall scale variations in velocity
(and to a lesser extent depth) around exposedratdastlydraulic homogeneity may have
occurred at smaller spatial scales than could bectisl by the sampling resolution in this
study. The hydraulics associated with other bedfonmay be more appropriately
characterised by temporal heterogeneity. In the adsthe scour pool, mean velocity
(averaged over 10 seconds) may have disguisedirbelent properties that distinguished
this unit. These findings support recent ecohydcatdsearch exploring patterns of

microscale heterogeneity associated with meso $madéorms (e.g. Harvey & Clifford,
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2009) and suggest this approach merits furtheriegin, alongside studies focused on

homogeneity.

Using the method of hydraulic patch classificajgwasented here the combined influence
of discharge and channel morphology (hydromorphglag the hydraulic environment
can be reflected. In this study, data from all laydic surveys were collated prior to
clustering to produce a single fixed classificatfon each site. The shift in the depth-
velocity distribution as discharge increased ideméd by the change in proportion of
patch types present at each flow. Under this agbroae or two patch types are likely to
dominate the reach at very low and very high flowgh a bias towards higher patch
diversity at moderate flows due to the position didcharge-specific depth-velocity
distributions within the combined-discharge clasation. Alternatively hydraulic data
collected at each discharge can be clustered geparahis represents relative hydraulic
differences at a particular flow in more detail lootplicates inter-flow comparisons as
the number and hydraulic characteristics of patges may vary at each flow (e.g.
Emery et al., 2003)

3.5.2 Process, decisions and considerations whplyiag FCA to classify hydraulic

patches

Figure 3.56 shows the process that was followethis study to delineate hydraulic
patches and transitional zones. As was discussereat is essential to define the
objectives of applying cluster analysis as thiga# several decisions in the process. To
identify homogenous hydraulic patches nested with@so scale bedforms it is necessary
to select and sample a reach with a representadivge of CGUs. Alternatively cluster
analysis can be used to evaluate the hydraulicopednce of a particular area, for
example a modified or restored reach, over a paaticrange of flows. Sampling
resolution of hydraulic data collection should aiared to the objectives of the study and
reflect the scale of the river. Here the method waaglied to high-resolution field data
from multiple flows and successfully used to expldrydraulic patch dynamics. Point
measurements of water depth and streamwise vel@atit§.6 depth) spaced every 0.5m
across the channel and every 1m up/downstream sdfigient to identify hydraulic
patches nested within meso scale bedforms at ther Frrow reach, which varied

between 3-10m. However this sampling strategy wage tconsuming and labour
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intensive, each survey taking a minimum of threepte four to six hours to complete.
Reducing the sampling resolution would reduce thedd feffort but is likely to
underrepresent hydraulic complexity. Alternativelyster analysis could be applied to
modelled data. Whilst modelling is not an ‘easyi@ptand is typically limited to 100-
200m reaches, once calibrated it would be possilassess changes in the hydraulic
environment over a larger range of flows withoutter sampling effort. Additional
variables, such as shear stress, could also beedeaind included. In this study hydraulic
data was collected at a range of flows to evaltlserelative influence of discharge and
morphology on the hydraulic environment. Resultsrirthis study suggest it is unlikely
that hydraulic data combined from a range of flowid have a naturally clustered
structure however it is recommended to visuallypats the structure of data distribution
from individual discharge surveys for natural fuzelisters as this provides useful

guidance in the selection of the optimal classiftaof the combined data.

It is important to note that classifications proeddy cluster analysis are data-sensitive.
Prior to clustering the data, unrealistic outlidrat might skew the classification should
be removed and data should be standardised to rmicdou different scales of
measurement. The results of this study also shawthe classification is limited by the
data range. Cluster analysis searches towell-separated centroids within the data range.
At the River Arrow, the data range incorporatedpdsiew and shallow-fast hydraulic
extremes representative of the wider bed morpholdtperefore cluster centroids were
located in these extremes and the resulting hydrapatches reflected meso scale
bedforms effectively. The Leigh Brook and River &aipe reaches did not contain a
representative sequence of CGUs as the objectividsese sites were to evaluate how
cluster analysis would classify a reach with manbtle bedforms and to evaluate the
impact of channel modification on the hydraulic korment. Despite the hydraulic range
being smaller, a 5-cluster classification was jutigge be optimal because it reflected the
scale of morphological features/variations contaimne the reach and the influence of
discharge variations on the hydraulic distributibfad longer reaches incorporating a
wider range of bedforms and associated hydrauliditons been sampled, it is less
likely these subtle variations would have beenimystished. The influence of the data
range on the classification raises two importamsaerations. Firstly it highlights the
importance of having clear objectives and collegtappropriate data before applying

cluster analysis. Secondly, classifications produd® cluster analysis cannot be
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extrapolated with a high degree of confidence theotreaches unless the bedform
dimensions and hydraulic range sampled in the stedgh are representative of the river
at large. Even so, research suggests that the Ulyperformance of bedforms can vary
significantly, even at the same site (Pedersen &efg, 2007), and for this reason

extrapolation of hydraulic patch classificationsghl be approached with caution.

Define
objectives

Identify
study reach

Collect hydraulic data

y

Collate and prepare datg Assess cluster tendency

A 4

no yes
Collate evidence to Calculate
support subjective validity
! decisior indices
Define
clustering
parametel
A\ 4
Cluster data > Select optimal
classificatiol
A\ 4
Apply defuzzification
rules

Figure 3.56. Flow chart showing processes and ibesigor classifying hydraulic patches

and transitional zones using fuzzy cluster analysis
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Classifications produced by fuzzy cluster analysie also algorithm-sensitive. Of the
three algorithms tested in this study, fuzzyjmeans (MacQueen, 1967; Bezdek et al.,
1984) and fuzzy covariance (Gustasfon & Kessel,91%06th produced good results.
Fuzzy c-means delineated equal-sized, compact, spherloatecs with low internal
variance. Fuzzy covariance delineated equal-sizécelipsoidal clusters with slightly
higher internal variance. The greater flexibility this algorithm made it possible to
delineate patches with a large range of one vajahlch as depth variations in a pool
environment, which arguably provided a more inwaitrepresentative of the influence of
hydromorphology on the hydraulic environment. Theetfthat different clustering
algorithms produce different classifications of g@ne data highlights the necessity of
subject expertise and knowledge of the study sltennevaluating clustering results and

selecting the optimal classification.

One of the difficulties of using cluster analysssselecting the value farso typically a
range of values are compared. Where the inputldeks a naturally clustered structure,
objective measures such as validity indices are hedpful in selecting the optimal
classification and subjective judgement is requir€h clustering hydraulic data,
Legleiter and Goodchild (2005) found that validitydices increased or decreased
monotonically ax was increased so opted to search for four clug@ssd on a visual
survey of meso habitat types (pool, riffle, rurdgli eddy drop zone) in the reach.
Although the resulting clusters were found to beatglly continuous, compact and
hydraulically reasonable” (Legleiter & Goodchild)ab, p.37), the spatial and hydraulic
correspondence between hydraulic clusters and-firelgdped habitat units was unclear;
hydraulic clusters were not constrained to chaspahning polygons like the field-
mapped meso habitat units so revealed more latenadbility, and cluster analysis
identified the shallow-slow ‘extreme’ in the deptilocity distribution as one of the four
clusters but this did not correspond with any oé tield-mapped mesohabitats as
described by Legleiter & Goodchild (2005). For #he@sasons, guiding by the number
of mesohabitats may not be very effective. In ttisdy, a five cluster classification,
partitioned with the Gustafson-Kessel algorithmswhosen as optimal at each site. This
classification was judged to provide the best otiten of underlying geomorphic
variationsand showed how discharge influenced the hydraulicremvnent at high flows.
That is, the optimal value afwas a function of longitudinal topographic vaati lateral

topographic variation and temporal hydraulic vaomatcaused by changes in discharge.
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Reference to the scatterplots of hydraulic dataidigion from each individual discharge
survey, along with knowledge of the study-sitethis case a field sketch of geomorphic
features, photos of variations in surface flow tymel the spatial variability of depth and

velocity, were used to select the optimal clasation.

3.6 Conclusion

In his description of land mosaics Forman (1998) prgues that,Spatial heterogeneity occurs
in two flavours. A gradient or series of gradiehtss gradual variation over space in the objects
present. Thus a gradient has no boundaries, no hggtcand no corridors, but is still
heterogeneous. A portion of a moist tropical raie&i is an example where the assemblage of
tree species changes gradually over the land. Batlignt landscapes are rare. The alternative
form of spatial heterogeneity is a mosaic, whergeds are aggregated, forming distinct
boundaries”. The hydraulic environment of lowland rivers isaer gradient landscape — depth
and velocity vary gradually in space in responsehanges in underlying substrate and bed
morphology (exceptions do sometimes occur). We sapolassifications onto this hydraulic
gradient to reduce its complexity for mapping, sdassification method that is data-driven and
can be mined to distinguish the patch:boundarpras fuzzy cluster analysis can, is ideal for

hydraulic environments.

Fuzzy cluster analysis can be used to generatarditptive summary of the complex and
continuous hydraulic environment. Where other asseast methods rely on visual
assessment of pre-defined generic classes, sudimasel geomorphic units (Hawkies
al., 1993) or hydraulic biotopes (Padmore, 1997)steluanalysis delineates hydraulic
patches numerically from actual data, thereby mlog an accurate reflection of site-
specific conditions. In this study, point measuretaenvere grouped to define relatively
homogeneous, spatially coherent hydraulic patcledmetl by the joint distribution of
depth and velocity. The optimisation cluster altjoris used in this study performed well
because they maximise within-patch homogeneity lagtheen-patch heterogeneity for
any given combination of clustering parameters, sthensuring a non-arbitrary
classification, even when the input data is commusiWhilst the numerical, data-driven
approach of cluster analysis ensured quantitagwaehtion, user-decisions regarding the
defuzzification rule and selection of the optim#ssification introduced a degree of
subjectivity into the process. However this allo®e user to compare different

classifications and select the one most fit forppse.
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This study classified the hydraulic environmentloke reaches from lowland rivers with
pool-riffle / run-glide morphology with differenteVels of physical heterogeneity and
found that all three reaches were optimally clasgiby five hydraulic patch types. This
can be explained by a combination of three factibrs;broad similarity in the shape of
the combined hydraulic data distribution at eath despite differences in the hydraulic
range, the similarity in the degree of shift in teta distribution between very low and
very high flow and the fact that optimisation ckratg algorithms maximise inter-patch
heterogeneity which distributes cluster centroidsoss the full range of the data
distribution. On this basis it is reasonable to emtpthat a differently shaped data
distribution would be optimally classified by a féifent number of clusters. Further
research would be needed to establish the optiomaber of clusters in different reach

morphologies.

It is acknowledged that further research is neddetbnfirm the ecological significance
of hydraulic patches and transition zones delirceéte numerical classification for this
approach to be used to strengthen the link betwgenomorphology and ecology. Do
these hydraulic patches function as hydraulic la#dst It is possible that transition zones
might function as in-stream ecotones and support highald of biodiversity (Naimaat
al., 1988; Kark & van Rensburg, 2006). Sampling kmatal communities along gradients
spanning several hydraulic patches and transittmez may help to determine how wide
transition zones are in ecological terms and pmvidther guidance for establishing a

suitable defuzzification rule/threshold.
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“Variety’s the very spice of life...”
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Chapter overview

Chapter 4 is the first of two chapters quantifythg spatio-temporal heterogeneity of
the hydraulic environment. In this Chapter the tfitwo ‘levels’ of heterogeneity
identified in Cadenasso et al.’s (2006) framewoifk b@mcomplexity (Figure 1.9,
Chapter 1, p.29) are quantified, i.gatch richnessand patch frequency typically
described as composition. These two aspects caiomeerted to an index gfatch
diversity which summarises the proportional abundance ofclpatypes in the
reachscape. A comparison and evaluation of flowatezl changes in the composition
of hydraulic patch types and a discussion of ttieiégmce of reach scale geomorphic
diversity at each site is also presented. The thil@urth and fifth levels of
heterogeneity (sensu Cadenasso et al., 2006) —hpatnfiguration (spatial

arrangement), patch change and the shifting mosaice examined in Chapter 4.

4.1  Current understanding and outstanding resear ch questions

The composition of hydraulic patches in a reachsdamn indicator of the range of
hydraulic conditions available to biota at a giveme. Reachscape composition varies
temporally as a result of changes in flow (Wien@02). Evaluating the change in
composition under different flow conditions indieathow stable the available range
of hydraulic conditions is. Of all the elementsrefstream heterogeneity, composition
has been studied most extensively. This sectionngnmses the results of research
into the effects of flow, and its interaction withorphology, on a wide range of
mesohabitat types, beginning with the overview @nésd in Table 4.1, and then

establishes objectives and hypotheses for the ehapt

In an investigation of the effect of flow regulatian the River Murray Thoms et al.
(2006) reported that the composition of differepetoeity classes at the reachscape
varied more between sites than between flows, simgge that site-specific
morphological factors were more important than fletage, although inter-site
differences were reduced at high flows. Maddock aét (2005) mapped the
composition and distribution of CGUs in an unretedaand regulated reach in the
Sata River, Slovenia, to ascertain the impact of dyaaduced flow downstream of a

dam. Not surprisingly, the regulated reaches hladjlaer proportion of slow-flowing,
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non-turbulent CGUs (44-76% pools) whereas the unaégd reach contained 55%
glides, the remainder being composed of runsesffind rapids. Further work carried
out at different discharges revealed two key chanige CGU composition; the

replacement of riffles with runs as discharge iasesl and the tendency for CGU

diversity and evenness to peak at intermediatesfidaddock et al., 2008).

Table 4.1. Effects of flow on physical habitat casjion.

Flow-related change Impact on composition Author ()

Regulated reaches Dominated by slow-flowing, nadaddock et al., 2008
turbulent CGUs

Baseflow to spring Change of dominance from riffledHilderbrand et al., 1999

spate to pools

Floods Habitat composition relativelyArscott et al., 2002

stable across flows
Floods Increased uniformity Padmore, 1997; 1998
Intermediate flows Biotope diversity maximised atewson & Newson,
range of intermediate flows2000
(Q25-90) at 11 sites

Low-high flow Change in dominant SFT fronPrincipe et al., 2007
rippled to unbroken standing
waves

Low flows Loss of ‘races’ (runs); decline irReuter et al., 2003
habitat diversity

Newson & Newson (2000) showed that physical biotpersity generally increased
at low flows in rivers in north east England, witie exception of lowland silt-clay
channels which had uniformly low diversity acrofisflaws. Observations of biotope
sequencing before, during and after a flood in@i@tsimilar trend, with uniformity
and dominance of rapids merged with deep runs guthe flood giving way to a
more diverse, distinct range of biotopes at moeefiaivs (Padmore, 1997). Further
temporal research identified threshold dischargeso@ated with biotope sequence

changes (Padmore, 1998). Principe et al. (20070 adéported strong seasonal
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variation in proportional abundance of hydrauliotbpes in Argentinean mountain

streams.

A comparison of hydraulic biotope assemblages tara§ rural streams and modified
urban streams in North Carolina, US, showed urlb@ass were more homogeneous
and dominated by pools whereas rural reaches wamgndted by runs and glides
(Shoffner & Royall, 2008). Clifford et al. (2002906) described the hydraulic patch
structure in a semi-engineered river at low flow diserse and heterogeneous,
becoming increasingly homogeneous and linear ah Higws. Dyer and Thoms
(2006) conducted a thorough analysis of the progardiversity and distribution of
surface flow types (SFTs) in the Cotter River, Aalkh across 18 discharges at three
spatial scales. Different patterns emerged atreiffescales and compositional change
appeared to be triggered by discharge-related hblgs. The most distinct patterns
occurred at the reach scale. Here, smooth bourtddsylent flows and ripples were
the dominant surface flow types at all dischardpes,the relative proportion of each
became much more even when discharge exceeded @apLDiversity of SFTs
gradually increased over the range 50-130ML/dayaa®sult of the proportional
increase of minor flow types. Although dischargeetinolds for compositional
change were identified, the changes did not fokblopredictable relationship (Dyer &
Thoms, 2006; Thoms et al., 2006), and the work teelyt include flow exceedance

percentiles to put the flows into context.

Hilderbrand et al. (1999) undertook a basic speioporal survey of pool-riffle
sequences at two discharges in a small Virginieeast. They found 50% more pools
covering 33% more surface area at base flow camditithan at high discharge,
however on average pools were 23% smaller. Rifftegered 56% less surface area
but were greater in number because they were pgessd with pools. Although
indicative of temporal changes the study is redyivcrude, giving little spatially
explicit information and using visually assessedadat a single spatial scale
(determined by the choice of habitat classificgtiover only two discharges. Harby
et al. (2007) assessed mesohabitat compositionvat(10n¥/s) and high (70ris)
discharge in a bypassed section of the Rhone Riveance. Habitat diversity
increased at high flow, although this may haveert#id the increase in wetted area.

Deep, slow pools dominated at each discharge, wthd@o a lesser degree at high
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flow, as would be expected resulting from dischamngkiced velocity increases.
Contagion index decreased at high flow, suggestingeduction in clumping or
aggregation of habitat types. Arscott et al.’'s @0@ssessment of the temporal
dynamics of floodplain habitat structure in a beaidiver system in Italy revealed a
change in location of habitats after each floodhéMeut very little variation in habitat

composition.

Concluding a review of spatio-temporal heteroggnitriver corridors, Ward et al.
highlight the “lack of fundamental knowledge of ithaatural complexity and
dynamics” (2001, p.321). Since then a modest numbetudies have attempted to
address this gap, most notably Arscott et al."92&tudy of floodplain dynamics in
the Tagliamento River. Despite the proliferationn&fw tools and technologies for
spatio-temporal analysis (GIS, spatial statistiogindary statistics, landscape ecology
metrics), application to the hydraulic environmeatmains relatively unexplored.
Clearly further research is needed quantify theadyios of the in-stream hydraulic
mosaic (Newson & Newson, 2000).

Based on the knowledge gaps identified above, bjectives of chapter are to: (a)
investigate how the composition of hydraulic patcireeach study reach changes in
response to (seasonal) variations in dischargejlant what extent the site-specific
morphology influences/controls compositional chéhdé was hypothesised that

hydraulic patch composition would differ signifiggnbetween low and high flows.

4.2 M ethods

The hydraulic patch classification at each flow ve&isred as a categorical raster
surface in ArcGIS then exported to FRAGSTATS spaigttern analysis program
(McGarigal & Marks, 1995) for further analysis. FRATATS was used to calculate
three measures of reachscape composition at eamk; flhe proportion (%

contribution) of each hydraulic patch type presbgtraulic patch diversity and patch

richness density. Hydraulic patch diversity wasghkted using Shannon’s Diversity
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Index H')*, substituting hydraulic patch types for specielse Walue of the index
increases as the proportional abundance of papgstipecomes more equitable. An
illustration of reachscapes supporting relatively and high values of patch diversity
is shown in Figure 4.1. The maximum value of thaek (natural log of the number of
‘species’) was 1.79 at each site. Relative diffeemsnin the index are useful for
comparing each reachscape at different flows. Baffees in hydraulic patch diversity
(Shannon diversity indexH’) between discharges were tested using pairwise
permutation tests (performed in R 2.14.0). Fahgaairwise test the two samples (A,
B) were pooled. 1000 random pairs of samples BA were then taken from this
pool with replacement, with replicate random paasing the same sum of hydraulic
patch type counts as in the original two samplegemBity indicesH’(A;) and H'(B;)
were computed for each permuted pair. The numbémasH’(A;)-H’(B;) exceeded
or equalled the observed differenceHhn indicates the probability that the observed
difference could have occurred at random (M Wilkespublished data). The code

and resulting pairwise p-values are presented jpeAdix E.
LY el oy
s

. '-|l'

H'=1.22 '=1.71
Figure 4.1 Example reachscapes with relatively (tft) and high (right) hydraulic

patch diversity (H).

To explore hydraulic patch diversity at a localls@nd evaluate its spatial variability,
patch richness density (PRD) (number of patch tymsunit area) was calculated at

m
1H'= —Z:(F’I InP), whereP; is the proportion of the reachscape occupied byhpigpei.
=
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each measurement location. This was performed Isgipg a 1m x 1m window
(actual size, including the focal cell, was 2.25over each cell in the reachscape and
calculating the number of patch types in the window converting to the number of
patch types per Areas of the reachscape where the window wasowipleted
filled with cells (e.g. near the reach boundaryemposed substrate), were excluded
from the analysis to prevent the patch types ptes@art-filled window biasing PRD
values. Hence PRD was not calculated in a smafigtmn of the reach (near water’s
edge and around exposed substrate). As there werdaydraulic patch types
(including the Transition Zone) at each site anel ioving window was 2.25min
theory PRD could take one of six values (0.44, 01883, 1.78, 2.22 and 2.67), with a
value of 0.44 indicating local homogeneity and &eaof 2.67 indicating maximum
local heterogeneity. In practice the maximum vatlid not occur at any site.
Examples of the patch structure resulting in thet ffive values and examples of
reachscapes supporting relatively low and high medumes of PRD are illustrated in
Figure 4.2. The spatial variation of PRD valuesath site-flow combination was
then mapped in ArcGIS, using the value of PRD dated for each focal cell. From
this information additional maps were created usikgghted sum overlays to show
areas of the channel where PRD increased, decreasgtdyed the same with each

increase in discharge.

In all FRAGSTATS analyses patch neighbours werenddfby the 8-cell rule which,
in a 3 x 3 cell matrix, treats all 8 cells arouhé tentral cell as neighbours, whether
orthogonally or diagonally adjacent to it. The s#ion zone was included as a patch

type in all analyses.

4.3 Results

4.3.1 Proportional abundance of hydraulic patclesyp

Flow increases were associated with changes inptioportional abundance of
hydraulic patch types at the reachscape scaleeay site (Figures 4.3 to 4.5). At the
River Arrow all five hydraulic patch types were peat at each flow but in varying
proportions. At very low (0.21%s, Q87), low (0.30rfs, Q70) and intermediate
(0.42n7/s, Q53) flows, the reach was dominated by RA3 (enatk—very slow) (26-
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mean PRD:O.-79 mean FI%):.LOS
Figure 4.2 lllustration of different patch strues in the moving window
analysis (left) where the value of PRD is (1) 0.HP types/m
(homogeneous), (2) 0.89 HP type§/rt8) 1.33 HP types/m (4) 1.78 HP
types/nf and (5) 2.22 HP typesfmin practice there were no instances of
2.79 HP types/Mm(maximum heterogeneity). To the right are two eptEm

reachscapes supporting relatively low and high ni&RD.

32%) and RA2 (shallow-slow) (24-27%) (Figure 4.3)s discharge
increased and the distribution of depth-velocity asmeements shifted
towards deeper, faster conditions (Chapter 3)hsoptoportion of shallow-
slow hydraulic patches was gradually replacedilyirsy RA1 (moderate-
slow) and then by RA4 (moderate-fast) patch tyjé® proportion of RAL
(moderate-slow) peaked at 19% at intermediate f{ow2nt/s, Q53) but
decreased thereafter as velocity increased. Thmopron of RA4 (moderate-
fast) increased exponentially with discharge fror2%90 to 40%, reflecting
the widespread increase in velocity in the reackeay high flow (1.41n¥s,
Q13). By contrast, RA5 (very deep-very slow) odedpa small but stable
proportion of the reach (8-10%) at all flows, wreesdehe Transition Zone
occupied a significant but fluctuating proportid®{28%) of the reach. The

smallest difference between proportional abundasfcall the patch types
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occurred at high flow (Q22) where percentage cbution ranged between

10-20% for each hydraulic patch type.
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Figure 4.3. Discharge-related variation in reacpsc@omposition, represented by the
proportion of hydraulic patch types (left) and dienge in percentage contribution of
each hydraulic patch type (right) at the River Arrstudy reach.
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Figure 4.4. Discharge-related variation in reacpsc@omposition, represented by the
proportion of hydraulic patch types (left) and die@nge in percentage contribution of

each hydraulic patch type (right) at the River Saijve study reach.

At the River Salwarpe all five hydraulic patch tgpsere also present at every flow
and the hypothesised change in proportional abuwsdahthese hydraulic patch types
occurred (Figure 4.4). For example, RA3 (shalloawgldominated the reach at very
low flow (41% at 0.535*, Q89) but its proportion declined sharply with Bve
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increase in discharge, occupying just 3% at veghhiow (1.84nis?, Q16). As
expected the proportion of deeper, faster patchstyiRS4 and RS5) increased with
flow; RS4 (moderate-fast) increased exponentialth Wow from 0.2-31.5% whereas
RS5 (deep-moderate) increased more steadily woth ffom 2-19%. The proportion
of RS2 (shallow-fast) fluctuated between 14%-19% aas relatively insensitive to
changes in flow. The proportional abundance of Thensition Zone increased with
discharge from 21% to its peak of 30% at moder&ie f(1.14n7s?, Q38) but
decreased with every increase in discharge thereaft

Variations in flow, particularly between very lovd.24 nis?, Q87) and moderate
(0.52 nis?, Q54), had a large effect on the proportional a@amee of hydraulic
patches at the Leigh Brook site (Figure 4.5). Ghlge patch types were present at
very low flow; LB2 (shallow-slow) (48%), LB5 (modate-slow) (26%) and LB3
(shallow-moderate) (9%). The proportion of LB2gkbtw-slow) decreased sharply
with flow from 48% to 6% at very high flow (1.32°&t, Q12). LB5 (moderate-slow)
remained relatively stable (21-26%) at low to madierflows but decreased at high
flows to between 9-11%. The proportion of LB3 ($tvatmoderate) tripled between
very low and low flow to 27%, replacing LB2 (shallslow), but decreased
moderately with each subsequent increase in fl&L (moderate-moderate) and LB4
(moderate-fast) first appeared at low flow, occuagyi<2% of the reach each.
Abundance of both patch types was sensitive to #od by very high flow LB1 and
LB2 dominated the reach, occupying 26% and 22%ecsely.

4.3.2 Hydraulic patch diversity

The Shannon diversity index (H’) was calculatedstommarise the proportional
abundance of all hydraulic patch types at the resadle. Figure 4.6 shows that
reachscale hydraulic patch diversity tended toease steadily from its value at very
low flow, peak at moderate or high flow, then dese at high flow and or very high
flow. The sensitivity of hydraulic patch diversity increases in flow, represented by
the gradient of the line, differed between sitelse Emallest range of H' (0.23) but
also the highest value (1.75) occurred at the RArow. Here hydraulic patch
diversity was relatively insensitive to flow incees between very low (0.2%st,
Q87) and moderate flows (0.42s1, Q53) but it increased significantly at high flow
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Figure 4.4. Discharge-related variation in reachecaomposition, represented by the
proportion of hydraulic patch types (left) and dienge in percentage contribution of
each hydraulic patch type (right) at the Leigh Berstudy reach.

(0.87ni's*, Q22) very sensitive to the increase between aighvery high (1.411s?,
Q13) flow, when H’ decreased significantly (p<0.0%)13% to its lowest level at this
site. Hydraulic patch diversity (H’) at the RivBalwarpe had a higher range (0.31)
and showed greater sensitivity to increases in flloan the River Arrow, rising by
18% between very low (0.53%T, Q89) and moderate (1.14°s, Q38) flow, with
the increase in patch diversity between low and erete flow being statistically
significant (p<0.05). Each increase in flow theteafesulted in a 3-4% decrease in
H’, neither of which was statistically significaip>0.05). The Leigh Brook had
highest range of H’ (0.49) and also the lowest hytic patch diversity of all sites at
very low flow due to the absence of two hydraulatgh types. Hydraulic patch
diversity increased significantly by 20% with thest increase in flow and by a lesser
but still significant degree with each subsequewtraase in flow until H' peaked
(1.71) at high flow. Hydraulic patch diversity reimaed relatively stable at very high
flow. The results of all tests of significant difésces in hydraulic patch diversity at

different flows are included in Appendix E.

4.3.3 Patch richness density

Patch richness density (PRD) provides a measupatch diversity (richness only) at

a local scale, in this case the number of patcastyp a 1.25marea around each focal
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cell in the reachscape (subject to the boundaritdtions outlined in Section 4.3).
Figures 4.7, 4.9 and 4.11 illustrate the spatialatian of PRD at each site-flow
combination and Figures 4.8, 4.10 and 4.12 illustréhere PRD increased, decreased
or stayed the same with each increase in flowet ede. Figure 4.13 shows the mean

PRD values to aid inter-site comparison.

2.0

1.9 1

Hydraulic patch diversity (H')

—&— RS
11y 1
—&— LB

1.0
100 90 80 70 60 50 40 30 20 10 0

Flow duration percentile (%)
Figure 4.6. Variation of hydraulic patch diversitgross all sites and flows. Solid

markers indicate a significant change in H’ (p<0.®&m the previous flow.

At the River Arrow PRD was low-moderat3(HP types/rf) throughout the majority
of the reach at all flows (Figure 4.7). At very l@and low flow minimum PRD (1 HP
types/mf) occurred in the deepest, slowest areas (topogralshws/deadwater)
whereas the highest PRD values were associatedavads immediately upstream of
pools with steep gradients and submerged vegeta#dnmoderate flow PRD
increased in 30% of the reach, most noticeablyhérecirculation zone and margins
adjacent to increased PRD in the thalweg (Figusg 4t high and very high flow the
areas associated with low PRD were those assoaiatiedigh PRD at low flows and
vice versa. That is, the thalweg supported 1-2edhfiit patch types whereas channel
margins and deeper areas of the reach were assbewth a high density of patch
types. The biggest change in PRD occurred betwegndnd very high flow when
PRD increased in 44% and decreased in 17% of #duh neespectively (Figure 4.8).
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Figure 4.7. Spatial variation of patch richnesssitgrat each surveyed flow, River
Arrow.

I PRD decrease

No change
I PRD increase

0.30nis?, 0.42nfs!,  0.87nis?, 1.41ms?,
Q70 Q53 Q22 Q13

Figure 4.8. Change in patch richness density watthencrease in discharge, River
Arrow.

The Leigh Brook reach supported a different spatiad temporal pattern of PRD
(Figure 4.9). Here high PR3 HP types/rf) occurred in the majority of the reach at
very low flow. In contrast to the River Arrow, tlteepest part of the Leigh Brook

reach was a small scour pool associated with variable velocity which therefore
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supported a high density of patch types (1-4 HRegyf). Lowest PRD values
occurred in a shallow pool adjacent to the rightkbaAs discharge increased from
low to moderate PRD decreased in 19% of the refaiguie 4.10), increasing the area
of low PRD values in the shallow pool adjacent he tight bank and along the
thalweg. A marked pattern of change in PRD occuattigh flow (Figure 4.10),
with PRD decreasing along the thalweg and incrgasinareas hitherto associated
with low PRD. This trend continued at very highwloHowever overall the Leigh

Brook reach supported the highest mean PRD valtiedl three sites at each flow

(Figure 4.13).
E 1 type/m2
| 2types/m2
- 3 types/m2
B 4 types/m2
- 5 types/m2
i FLOW

0.24ms",  0.41nms’, 0.52ns’, 0.99 nis?, 1.32 nis?,
Q87 Q65 Q54 Q23 Q12
Figure 4.9. Spatial variation of patch richnesssity at each surveyed flow, Leigh

Brook.
' I PRD decrease
[ INochange
I PRD increase

0.41nis', 0.52ms",  0.99 nis?, 1.32 nis?,

Q65 Q54 Q23 Q12
Figure 4.10. Change in patch richness density gaith increase in discharge, Leigh
Brook.
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Figure 4.11. Spatial variation of patch richnesssity (PRD) at each surveyed flow,

River Salwarpe.

0.79 ms', 1.14ms'  1.63ms", 1.84 mis™,
Q67 Q38 Q21 Q16
Figure 4.12. Change in patch richness density gaith increase in discharge, River

I PRD decrease
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Salwarpe.

The River Salwarpe supported the most equitablegtmn of PRD values at each
flow of all three sites, indicating that there wdremogeneous and heterogeneous
areas of the reach (Figure 4.11). At very low flownimum PRD values (1 HP
type/nf) occurred mainly in barely-inundated areas of défmm or at channel
margins, although PRD increased in these areaselsatige increased (Figure 4.12).
At low and moderate flows PRD was spatially heteramgpus throughout the reach;
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lower values €3 HP types/) typically occurred in the upstream third of treach
(Glide) and higher values8 HP types/rf) occurred in the remainder of the reach
(Run). At high and very high flow PRD values desesin the thalweg (Figure 4.12),
similar to the pattern observed in the River Arrawd Leigh Brook reaches.

Figure 4.13 shows how the mean PRD (local scalemeiss) varied with flow and
differed between sites. PRD was relatively insé@resito changes in flow at all three
sites, varying by 0.1 HP typesimt the Leigh Brook and by 0.23 HP typeSam the

River Arrow. All mean PRD values fell within thenge 0.79-1.16 HP typesfrbut

differences between sites were evident. The LeighoB and the River Arrow
supported the highest and lowest mean PRD of akethsites at every flow
respectively, with the River Salwarpe supportintuga within this range. Maximum
values of PRD occurred at either low, moderateigh Aow whilst the flow extremes

supported the two lowest values of PRD.
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Figure 4.13. Mean patch richness density at thehreaale at each site.

4.4 Discussion

In Chapter 1 it was hypothesised that shallow awsdlowing patches would
dominate at low flow but be replaced by deepettefalowing patches as discharge

increased, subject to the influence of channel mmgmy. This was true of all three
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study sites (Figures 4.7 to 4.12). Figure 4.14 sansas the flow conditions (very
low (£Q80), low (Q81-Q60), moderate (Q61-Q40), high (@X0), very high
(<Q20)) associated with the dominant presence oh dg/draulic patch type and
indicates the sensitivity of each type to changefiaw conditions. Most hydraulic
patches were dependent on certain flow conditianexist and their degree of
temporal stability was related to how specific tflatv condition was. For example,
patch types characterised by moderate and fastitiewere dependent specifically
on high flow conditions whilst shallow-slow and newdte-very slow depended
specifically on low flow conditions meaning all 8% were very sensitive to changes
in flow. Moderate-slow and deep-moderate patcheee vessociated with a wider
range of flow conditions (low to moderate and matketo high respectively) so were
less sensitive to changes in flow except the exrdiows most different to their
associated flow range. Other patch types (shallmgerate and shallow-fast) were
also prevalent at a range of flow conditions andlad@ersist even at high flows
conditions providing the channel morphology suppdrshallow areas as discharge
increased. These were provided by areas of deposii the River Salwarpe and
Leigh Brook (Chapter 2) respectively. Lastly, ongtaulic patch type (very deep-
very slow) was dependent on bedform amplitude (deppgraphic lows) and was
temporally stable under the full range of flow citioahs.

Hydraulic patch diversity was highest at the Riverow and lowest at the Leigh

Brook at low flows but at high flows this order e#sed, suggesting that different
factor(s) influenced diversity at different flowAt low flow and at the reach scale
diversity was highest at the River Arrow, where ltieelform amplitude supported the
largest range of depths, and lowest at the LeigioBmwhere bedform amplitude was
the lowest of all three sites. The River Salwarpd hAn intermediate value of patch
diversity but was more similar to the Leigh Brodiam the River Arrow, having a

bedform amplitude most like the Leigh Brook. Howew the local scale patch

diversity, as measured by mean PRD, was influebgendean substrate size, with the
largest mean substrate size being associateddhedtimean PRD at the Leigh Brook
and vice versa at the River Arrow. In this caseRieer Salwarpe had a mean PRD

value closer to the River Arrow, despite its meabstrate size being very similar to
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that at the Leigh Brook, suggesting that the higibstrate heterogeneity impacted on

local diversity.

High flows
Fast
All flows * High flows Mod-high
flows
Moderate
Low flows Low-mod
flows
Slow
Low-mod
Very flow
slow
Shallow Moderate Deep Very deep

Figure 4.14. Hydromorphological conditions (flow wrorphology) associated with
the occurrence of each hydraulic patch type. Sloaididicates the temporal resilience
of HP abundance under different flow conditions tharker the shading the more
persistent the hydraulic patch. The asterisk denwtbere temporal persistence at
higher flows dependent on the availability of newlyndated shallow areas

elsewhere in the channel.

As discharge increased the range of velocities meeeased, expanding the depth-
velocity distribution to include faster-flowing hsalilic patch types, and as a result
diversity increased. The increase was particularge and statistically significant at
the Leigh Brook where there were more hydrauliccipatypes that depended on
higher flow ranges (Figure 4.14). To summarise,raytic diversity fundamentally
depends on hydromorphological conditions that sttpaorange of depths and
velocities. Depth variation created by morpholobdaigersity was the main predictor

of hydraulic patch diversity at low flow. Meso sedledform amplitude had a strong
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influence on hydraulic patch diversity at the reachle, but where the amplitude was

not pronounced, diversity was created locally bgrse substrate.

To understand patterns of spatial and temporalduwr diversity it is necessary to
consider several spatial dimensions of geomorphigalility (cross-section, long-
profile and the height of bed roughness) in contimnawith the temporal variability
introduced by flow variations. Patch richness dgn@iocal scale hydraulic patch
heterogeneity) appeared to be a function of bedfamplitude and mean substrate
size. The combination of low bedform amplitude dadye substrate created high
local hydraulic heterogeneity at the Leigh Brookengas the high bedform amplitude
and smaller mean particle size at the River Arrasuitted in the lowest local
heterogeneity, the hydraulic environment being slapy the meso scale bedforms.
Bank angle determines rate of increase in wetted ére. low bank angles enable
larger increase, vertical bank angles restrict éases in area to ~0%). Further
research is needed to identify the influence ofphology at a range of scales on
mesohabitat composition. A measure of channel ok lsamplexity and gradient may
be a useful predictor of the temporal persistericghallow hydraulic patches at high
flows. Unlike bedform amplitude and substrate, theersity provided by cross-
sectional shape varies with flow depending on houctof the channel bed and
banks are inundated. As such any indices of cressemal variability should be flow-
specific. Furthermore, the longitudinal variabildf cross-sectional shape should also
be accounted for, by reflecting the proportionhd teach occupied by cross-sections
of each shape. In theory it would be possible teettg a typology of cross-sectional
shape based on ranges of associated shape indibeshich to record the proportion

of each type in a given reach.

Management Implications

Current standards for hydromorphological conditima based on the allowable levels
of deviation from ‘natural’ that are thought not adfect ecological status. These
standards were based on expert opinion and furédssarch is needed to understand
how hydromorphology influences the hydraulic ennireent. Figure 4.14 goes some
way towards describing how abstraction or channedlifitation might affect the

availability of hydraulic patches. And the resuttsuld inform predictions of how
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hydromorphological alteration (to flow regime oracimel structure) might affect

habitat availability (i.e. the proportional abundarof hydraulic patches). However,
further work is needed to develop a model predictiydraulic patch diversity to

hydromorphological factors as it is not a simpleeér one. Using mean measure of
cross-sectional variability at bankfull is not sédctory as cross-sectional variability
changes with flow and it is better to reflect theedsity of cross-sectional shape along
the reach rather than the mean (in addition tarieasure of shape variability of each

cross-section itself as measured by the index).

45 Conclusion

The composition of hydraulic patches in each stahch responded to variations in
discharge. The abundance of hydraulic patch tjplesved one of four patterns: (1)
dependent on a specific flow and highly sensitiweldw variations; (2) occur in a
range of flow conditions and less sensitive toataons; (3) dependent on particular
bedforms and insensitive to flow variations; angfddcur at all flows if bank profile
is steeper. These results lend themselves weéiegaevelopment of new predictive
models for understanding and managing hydrauli@emity in the context of flow
management (e.g. abstraction) and hydromorpholbggsessment under the WFD.
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“Without impermanence, life is not possible”

Thich Nhat Hanh, The Heart of Understanding, 1988

5

Hydraulic patch configuration, patch
change and the shifting mosaic

5.1
5.2
5.3
5.4

Current knowledge and research gaps

Methods
Results

Discussion
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Chapter Overview

Building on the results presented in the previous chapter, this chapter quantifies the
third, fourth and fifth levels of heterogeneity described by Cadenasso et al. (2006),
I.e., patch configuration (the spatial arrangement of hydraulic patches at the class
level), patch change (the spatial dynamics of patches), and the shifting mosaic (the
dynamic configuration of all patches in the reachscape). This completes the
quantification of hydraulic heterogeneity in the study reaches and forms the basis of
the conceptual model of hydraulic patch dynamics presented in Chapter 6

5.1  Current knowledge and resear ch gaps

Standard physical habitat assessment methods Hlypmaasure the composition of
hydraulic/hydromorphic units (e.g. Dyer & Thoms,080Q Shoffner & Royall, 2008),
but rarely reflect their spatial structure. It hlasen suggested that this poses a
significant limitation to our understanding of threstream environment (Newson &
Newson, 2000). A summary of research on the cordigan of physical habitat is

presented in Table 5.1.

Table 5.1. Effects of flow on the geometry and aquniation of physical habitats.

Flow-related change Impact on geometry/ Author(s)
configuration
Regulated reaches Short, narrow CGUs Maddock,e2@G05
Low flows Contraction of patch area  Reuter et2003
Intermediate flows Biotope patchinesslewson & Newson, 2000

maximised at a range (
intermediate flows (Q25-
90) at 11 sites

High flow Longitudinal ribboning of Clifford et al., 2002; 2006
mesohabitats

Flows approaching Increased reachscap@8ertoldi et al., 2009

bankfull connectivity

Floods Habitat configurationArscott et al., 2002

relatively stable across
flows (but large changes in
composition)
Low vs high flow Significant changes inThoms et al., 2006
aggregation and shape of
velocity patches

The existing literature highlights the trend fofragmented patchy structure at low
flows and a more aggregated, connected structungghtflows. The literature does
does not address changes in configuration acrossda range of flows or the
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configuration of hydraulic patches defined by tlwéng distribution of depth and
velocity. Addressing this research gap will helpfuather our understanding of the
relationship between hydromorphology and hydrahkterogeneity, including the
implications of modifying hydromorphology on the aglability of a range of

hydraulic conditions.

52 M ethods

5.2.1 Selection of spatial metrics

The configuration, or spatial pattern, of featuresa categorical map, can be defined
in terms of the area, shape and density of patthei,relative isolation, proximity or
connectivity, their aggregation, interspersion oagfmentation and the contrast
between them (Turner et al., 2001). At the clagsllsix spatial metrics were selected
to answer specific questions about the impactaf fbn patch configuration listed in
Table 5.2. A full description of each metric is yded in Table 5.3.

Table 5.2. Metrics selected to quantify patch aqunfation (class level)

Questions Metric

Do patches shrink/grow? AREA_mean

Does patch length increase/decrease? GYRATE_mean

Does patch shape complexity increase/decrease? FRA&h

Do patches move closer together/further apart? BENan
PROX_mean

Does patch distribution become more or less agtgdga CLUMPY

At the reach scale an initial selection of twelvenfiguration metrics describing

aspects of the area, density, shape, isolationifpityx contagion/interspersion and

connectivity of hydraulic patches was made, whiasweduced to five uncorrelated
metrics (Table 5.3 & Section 5.2.2). Of these nastrthe Connectance Index (Table
5.3, p. 166) required further user-specified infation prior to calculation; the user
must choose a threshold distance within which seyme-patches are identified as
being connected. In a typical landscape ecologgyst distance relevant to the
species under investigation would be used, for gtarthe distance an organism is
able to travel (e.g. Lindsay et al., 2008; Ziotk&av®t al., 2012). In this (non species-
specific) study, the threshold distance was scébeghysical factors instead. The

Connectance Index was calculated for a range efkwld distance values between
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the minimum distance over which two separate patcloelld be connected (1m) and
half the reach length at each very low, moderatevany high flow at each site. Scree
plots were assessed for break in slope to guidéhtieshold distance used at each site.
However the scree plots did not show a consistedlbin slope at all flows (Figures
5.1-5.3). To avoid inconsistency and aid direct parison between flows half the
reach length was used as the threshold distancallfdlows at each site. This was

28m at the River Arrow, 22.5m at the River Salwaapd 13m at the Leigh Brook.

Connectance Index (%)

0 5 10 15 20 25 30

Distance threshold (m)

Figure 5.1. Connectance Index value at metre iatéhreshold distances at very low
(green), moderate (blue) and very high (red) flBxwver Arrow.
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Figure 5.2. The value of the Connectance Indexettarinterval threshold distances
at very low (green), moderate (blue) and very Irgh) flow, River Salwarpe.
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Figure 5.3. The value of the Connectance Indexettarminterval threshold distances
at very low (green), moderate (blue) and very I{rghl) flow, Leigh Brook.

5.2.2 Calculation of spatial metrics

Hydraulic patch classifications, delineated at esité-flow combination using FCA
(Chapter 3), were exported as ASCII categoricalsrfegam ArcGIS (ESRI, 2008) and
imported into FRAGSTATS v3.3 spatial pattern analysoftware (McGarigal &
Marks, 1995). The selected metrics were then catledlat the appropriate scale (class
or reachscape). In each case the 8 cell rule we tasdefine patch neighbours. That
is, in a 3 x 3 cell matrix, all 8 cells around ttentral cell were treated as neighbours,
whether immediately or diagonally adjacent to teTTransition Zone was included
as a patch type in all reachscape level analysegel@tions between all pairs of
metrics at the reachscape level were calculatethaoinherently redundant metrics
could be removed prior to statistical analysis. Abset of five uncorrelated
configuration metrics that represented the fullgerof pattern aspects (Landscape
Shape Index, Shape, Proximity, Interspersion andtaposition Index and
Connectance Index) were retained. These were fakeard for multivariate analysis
to investigate the effects of flow variations oe ttonfiguration of hydraulic patches
at the reachscape scale.
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Table 5.3. Spatial metrics used to quantify patebngetry and patch configuration at the class

aadhscape levels (McGarigal & Marks,

1995)
Metric Aspect of M easur e of: Definition Range Ecological Relevance* Reach (R)
pattern or class (C)
scale
Mean Area (f) Area Patch size Equals the sum, across all patfhes | >0 — total area of reachscape Patch size affectsibility as a habitat | R & C
AREA_MN the corresponding patch type, of patch by different species and age classes. Paich
area (rf), divided by the number of occupation may be prohibited if too smal
patches of the same type. whereas a large patch may support multiple
individuals, larger individuals and/or
multiple species. According to the species-
area relationship, species richness tends to
increase with patch area.
Radius of gyration (m) | Shape Patch length Equals the sum, across allgmtth >0 — max value when patch Reflects the average distance an organisnR & C
GYRATE_MN the corresponding patch type, of mean| covers entire reach dropped at random in a landscape, could
distance between each cell in the patch =0 when patch is a single cell | travel before leaving the patch. This may
and the patch centroid, divided by the affect predator-prey dynamics; as patch
number of patches of the same type. length increases, so too might an an
organism’s ability to move away from
predators in a neighbouring patch type
without leaving its own preferred habitat.
Patch length may also influence the
number of different patch-type neighbours,
with longer patches being more likely to
neighbour more patch types. This may
increase occupation by species requiring
different habitats for different ecological
functions, e.qg. resting and feeding.
Fractal dimension Shape Patch shape Equals 2 times the logarithratolfip Oto2 Patch shape irregularity (high fractal C
FRAC perimeter (m) divided by the logarithm dimension) is associated with a high
of patch area (m); the perimeter is edge:patch ratio and concomitant edge
adjusted to correct for the raster bias in effects. Edge effects may limit the
perimeter. abundance of species that require uniform
conditions but increase the abundance of
more generalist species or those that
require proximity to two or more different
patch types.
Mean Shape Shape Patch shape Equals the sum, across all patthe | >1 Patch shape irregularity is associated withR
SHAPE_MN the corresponding patch type, of patch| = 1 when the patches are a high edge:patch ratio and concomitant
perimeter (m), divided by the square roosquare. Increases as patch edge effects. Edge effects may limit the
of patch area (f), adjusted by a constantshape becomes more irregulaf. abundance of species that require uniform
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to adjust for a square standard, divided
by the number of patches of the same

type.

conditions but increase the abundance o
more generalist species or those that
require proximity to two or more different
patch types.

Mean Proximity index | Proximity / | Patch type Equals the sum, across all patches of the-0 This metric relates to the theory of island| R & C
PROX_MN isolation connectivity / | corresponding patch type, of patch area =0 if the focal patch has no biogeography, which states that as the area
fragmentation| (m?) divided by the nearest edge-to-edgesame type patches within the | and proximity of suitable habitat patches [to
distance squared @nbetween the patch| reachscape. the focal patch (“island”) increases the né¢t
and the focal patch of all patches of the Index increases as the immigration rate increases and the net
corresponding patch type, divided by thereachscape is increasingly extinction rate decreases resulting in higher
number of patches of the same type. | occupied by patches of the species richness. This assumes that the
Indicates the relative proximity between same type and those patches | “islands” or habitat patches in question are
all same-type patches. become closer and more heterogeneous. In the case of homogeneous
contiguous (i.e. less patches increased proximity may be
fragmented) in distribution. associated with an increase in abundance
rather than richness.
Mean Euclidean Proximity / | Patch Equals the sum, across all patches of | >0 The distance between nearest same-type C
Nearest- Neighbour (m) isolation isolation the corresponding patch type, of the Approaches 0 as the distance tgatches affects dispersal of organisms
ENN_MN distance (m) to the single nearest patch the nearest neighbour between suitable habitat and colonisatio
of the same type, based on shortest edgdecreases. throughout the reachscape. Isolated patghes
to-edge distance, divided by the number may be occupied less frequently than thqse
of patches of the same type. which are closer to similar patches. Spedies
in isolated patches may have reduced
persistence and resilience to disturbance.
Interspersion and Inter-patch | Interspersion | Equals minus the sum of the length (m) >0, <100 High 1J1 is indicative of high spatial R
Juxtaposition (%) type of patch types of each unique edge type, multiplied by Approaches 0 when the heterogeneity which may support high

1J1

interspersion

the logarithm of the same quantity,
summed over each unique edge type;
divided by the logarithm of the number
of patch types times the number of pat
types minus 1 divided by 2, multiplied
by 100.

distribution of adjacencies
among unique patch types
becomes increasingly uneven

th=100 when all patch types are
equally adjacent to all other
patch types (i.e. maximum
interspersion and
juxtaposition).

biodiversity. Reaches with equally adjace
patch types (high 131) are likely to suppor
an abundance of multi-habitat species th
require adjacency of different habitats.
Lower values of 1JI may be associated w
more gradual spatial variations in biotic
communities.

Clumpiness Index
CLUMPY

Contagion

Patch
distribution

Equals the proportional deviation of the
proportion of like adjacencies involving
the corresponding class from that
expected under a spatially random
distribution. If the proportion of like
adjacencies ({Bis greater than or equal
to the proportion of the landscape
comprised of the focal class;)Rhen

-ltol

=-1 when the focal patch type
is maximally disaggregated.
=0 when the focal patch type i
distributed randomly.
Approaches 1 when the patch
type is maximally aggregated.

CLUMPY equals G minus R, divided

Clumpiness provides a measure of patch
type fragmentation, independent of patch
type area, i.e. patch isolation and the

5 increase in edge:interior ratio. Patch
isolation can limit dispersal to escape
disturbances or predators. An increase i
edge: interior ratio limits usable area whi
may reduce abundance and increases eq

effects which may favour more generalis

ch
lge
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by 1 minus P Likewise, if G< P, and P
>0.5, then CLUMPY equals;Gminus
P, divided by 1 minus PHowever, if G
< B, and RP<0.5, then CLUMPY equals
P, minus G divided by negative ;P

species.

Landscape Shape IndexPatch Edge density | Equals 0.25 (adjustment for raster >1 As the density of edges increases so too|d&
LSI aggregation format) times the sum of the entire =1 when the landscape consistedge effects. Edges and boundary zoneg are
landscape of a single square patch of thel associated with higher biodiversity and
Boundary and all edge segments (m) | corresponding type. may favour generalist species over
within Increases without limit as specialist species, or species adapted to
the landscape boundary involving the | landscape shape becomes mgredge/boundary environments. Edges may
corresponding patch type, divided by theirregular and/or as the length ofalso affect the movement of organisms ahd
square root of the total landscape area| edge within the landscape of | the flow of materials through the
(m). the corresponding patch type | reachscape.
increases.
Connectance Index (%) Patch Functional Equals the number of functional joins | 0 to 100 As the number of patches within an R
CONNECT Isolation connectivity | between all patches of the correspondipg: 0 when either the focal clasg organism’s range of perception and
patch type, divided by the total number| consists of a single patch or | dispersal (threshold distance) increases, |as
of possible joins between all patches of none of the patches of the focalindicated by an increase in the connectance

the corresponding patch type, multiplie
by 100.

a threshold distance of anothe
patch of the same type).
=100 when every patch of the
focal class is connected.

d class are connected (i.e. within index, movement throughout the

r reachscape becomes easier. This may
increase the abundance of species wih &

resilience to disturbance events.

preference for the patch type and improve

* |t should be noted that the precise ecologiclvance of spatial metrics is species-specifidediint metrics and different values of metrics Wilve relevance to different
species. Very little research has directly testedecological relevance of spatial metrics in tiegream environment. For this reason only a gemgride to the type of

ecological patterns or processes that could betafldy spatial metrics, drawn from landscape epostudies, is given here. Further research isewténltest whether these
relationships hold true in a linear, hydrologicatynnected environment.
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5.2.3 Analysis of reachscape configuration

Spatial metrics were standardised (z-scores) irS3B%ccount for the different units
of measurement then imported to PRIMER-E v.6 (Plythdroutines in Multivariate
Ecological Research, 2001) software for permutati@sed multivariate analysis
(Clarke & Warwick, 2001), with samples represenigdeach site-flow combination
and variables represented by the five configuratmatrics. Two factors were defined
for each sample; site (River Arrow, River Salwaiged Leigh Brook) and flow
category (Very High €Q20), High (Q20-Q40), Moderate (Q40-Q60), Low (Q60-
Q80) and Very Low (Q80-Q100). The data were comeerhto a similarity matrix
using the Euclidean distance measure then repeskgmuaphically in a non-metric
multidimensional scaling plot. 2-way crossed ANOSAthout replicates was used to
test the null hypothesis that there were no sigaifi differences in reachscape
configuration between flow categories. In the absenf replicates within-group
differences cannot be derived from multiple sampleplicates) of each factor
combination — in this case site and flow. Instedtiin-group differences are derived
from differences between one factor pooled acresh devel of the second factor.
That is, significant differences are predicatedtioa assumption that all sites will
respond in a similar way to changes in flow, oattih site has a significant effect on
reachscape configuration all flows categories wekpond to site differences in a

similar way.

5.2.4 Mapping and quantifying patch change

The location and extent of each hydraulic patcletgelineated in Chapter 3 was
mapped at every flow in ArcGIS. A weighted sum daserof hydraulic patch type
maps from every pair of consecutive flows (e.g.yview and low flow, low and
moderate flow, moderate and high flow, high andyvagh flow) was performed in
ArcGIS. This produced new maps combining the aceaigied by the hydraulic patch
type at the lower and higher flow. This was clasdifinto to one of three categories;
area occupied by the hydraulic patch type onlyatdwer flow, area occupied by the
hydraulic patch type at both flows (i.e. spatialyd temporally stable area) and area

newly occupied at the higher flow. The newly ocegpiarea, expressed as a
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percentage of the total area occupied at the hidllogr, was used to quantify

hydraulic patch turnover (Arscott et al., 2002).

53 Results

5.3.1 Patch configuration

Mean patch area and length

Mean patch area and mean patch length showed weitgisresponses to variations in
flow for all patch types at all sites (Figures 5.4). At the River Arrow mean patch
area of RA1 (moderate-slow) and RA3 (moderate-géow) were relatively invariant
to changes in flow with the exception of an inceeasmean area of RA3 (moderate-
very slow) patches at very high flow. Mean patclkeaaiof RA2 (shallow-slow)
responded erratically to changes in flow but therall trend was a decline in mean
patch area as discharge increased. The fastest fype (RA4) was most responsive
to the increase in discharge between high and kigyly flow. Mean area of RA5
patches responded by peaking at intermediate flevgimilar but more subdued
pattern of responses was evident at the River $plydut again, mean patch area
and mean patch length showed a similar patteresganses to changes in flow. The
mean area of shallow and/or slow patch types (R&1l RS3) had the smallest
response to changes in flow of all patch typesiatdite but showed a gradual decline
as discharge increased. Mean area of RS2 (shadisty-patches responded more
erratically to increases in discharge but also stbw decreasing trend. Mean patch
area of the deepest patch type (RS5 (deep-moderhte) a u-shaped response to
changes in flow, peaking at moderate flows likesthat the River Arrow. Mean patch
area of the fastest patch type (RS4 (moderate-fastjeased with flow but the
magnitude of the increase was smaller than th#teofastest patch type at the River

Arrow.

Mean patch area was least responsive to flow aténgh Brook for all patch types
and the pattern of responses to flow was slighifiereént to that at the River Arrow
and River Salwarpe. The mean patch area of theedeguatch type at the Leigh

Brook (LB1 (moderate-moderate)) showed a more tinesponse to flow, increasing
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as flow increased. Similarly the mean patch areahef fastest patch type (LB4
(moderate-fast)) showed a very different responsereasing gradually with
discharge but decreasing at very high flow in csttto the huge increase in mean
area of similar patch types at the River Arrow &ider Salwarpe. Mean patch area
of LB5 (moderate-slow) increased gradually withctigrge. Mean patch area of LB 2
(shallow-slow) increased gradually with flow. Mepatch area of LB3 remained

relatively invariant to changes in flow.

Mean patch shape complexity

Mean patch complexity varied little with flow foll patch types at every site (Figures
5.4-5.6). The majority of patch types had a meapsihcomplexity value between 1
and 1.5, indicating moderate shape complexity. PPattape complexity of RS2
(shallow-fast) patches neared the maximum possdilee at very high flow although
this was affected by the lack of single pixel (drahce perfectly regular) patches at
this flow which lowered the average patch shapepdexity at all other flows. Mean
patch shape complexity was smallest (i.e. patchex® wnost regular in shape) for
patch types LB2 (shallow-slow), RS3 (shallow-slamd RA2 (shallow-slow) at high
and very high flows. This was due to the predomieaaf small often single pixel

patches.

Patch distribution

Patch distribution was highly aggregated for masdtip types at every site (Figures
5.4-5.6). The most aggregated patches were typé&s(&®p-moderate), RA5 (very
deep-very slow), LB1 (moderate-moderate) and LB®denate-slow). The most
disaggregated patches occurred at very low flowatcth types RS2 (moderate-fast)
and RA4 (moderate-fast) as they appeared as hitigiyersed single pixel patches.

Patch proximity and nearest-neighbour distances

At the Leigh Brook patches of all types with thecegtion of LB4 (moderate-fast)
were very close to their nearest neighbours afl@as (Figure 5.6). The nearest-

neighbour distance between LB4 (moderate-fast) heatodecreased as discharge
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increased, due to the increase in its proportiabaindance. Very similar patterns in
mean distance to nearest-neighbour were eviderheatRiver Arrow and River

Salwarpe for all patch types. Nearest-neighboutadies between RS1 (moderate-
slow), RS2 (shallow-fast) and RS3 (shallow-slowd dretween RA1 (moderate-
slow), RA2 (shallow-slow) and RA3 (moderate-verpve] were were relatively

invariant to changes in flow. Nearest neighbourtatise for both RS5 (deep-
moderate) and RA5 (very deep-very slow) spiked adenate flow, however this was
due to the absence of single pixel patches ocaurainthese flows. The nearest
neighbour distance between RA4 (moderate-fast)R®d (moderate fast) tended to

increase at extreme flows.

Mean proximity was the most responsive patch caoméigon metric to changes in
flow (Figures 5.4-5.6), however its interpretatioas the least straightforward as it
reflected area and distance. At all sites the geneend was for mean proximity
between patches of types LB2 (shallow-slow), LBBa(®w-moderate) and LB5
(moderate-slow), RS3 (shallow-low), RS2 (shallowtfaand RS1 (moderate-slow)
and RA2 (shallow-slow) and RA3 (moderate-very sldw)decrease as discharge
increased. Mean proximity between patches of reimgitypes LB1, LB4, RS4 and
RS5 increased with discharge but by varying degréemmalies in the mean
proximity between patches of type RA5 (very deepraow) and RA4 (moderate-
fast) occurred at the River Arrow where both tookear-zero value in spite of very

different configurations.
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Figure 5.4. Flow-related changes to patch configumametrics for all hydraulic patch
types at the River Arrow.
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Figure 5.6. Flow-related changes of patch configomametrics for all hydraulic patch
types at the Leigh Brook.
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5.3.2 Patch change

This sub-section examines where hydraulic patch@gethand quantifies their spatial
turnover with each increase in discharge. For edseross-reference the figures
showing the location of hydraulic patches at edotw ffor the River Arrow, River

Salwarpe and Leigh Brook are presented in AppesdieG and H respectively.

Spatial turnover statistics are presented in thapter in Tables 5.5-5.6.

River Arrow

All patch types with the exception of RA4 (moder&dst) occurred in relatively fixed
locations in the channel and showed a gradual mewméras discharge increased,
associated with the gradual expansion or contnactfats area. RA1 (moderate-slow)
(Appendix F, Figure 1) was located along the thghae all flows except very high
when it was marginalised and formed thin, ribbde-lipatches at the boundary
between the thalweg and recirculation zones. Camesdty spatial turnover was
relatively small and uniform with the first thragcreases in discharges and greatest at
very high flow when 79% of the patch area was imealy occupied location. RA2
(shallow-slow) (Appendix F, Figure 2) was locatedpatches spanning the channel
width at the topographic high points in the rea@stteam and downstream of the
pools at very low flow. The general location of thatch type remained relatively
invariant and spatial turnover remained less thfb 3vith the first two increases in
discharge. The biggest change in location occuatdnigh and very high flow when
the area of the patch type decreased and thedacatis limited to small areas at the
channel margins (64-79%area no longer occupied)eTabl). RA3 (moderate-
moderate) patches (Appendix F, Figure 3) were &mtat marginal areas adjacent to
the pools at all flows however as discharge in@éasmall areas of RA3 in the
channel centreline disappeared. This was refldaydtie higher percentage of area no
longer occupied with each increase in discharge tieavly occupied area (Table 5.4).
RA5 (very deep-very slow) patches (Appendix F, Fig®) were located in the
topographic low points of the reach at all flow$eir location remained static until
the increase at very high flow where, like othetichaypes, its location was limited to
its lateral extremes due to the dominance of RA%hEs along the thalweg. The

location of RA4 patches (moderate-fast) explairtezl movement of all other patch
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types. RA4 patches (moderate-fast) (Appendix Fufeigh) occupied a very small
percentage of the reach until high flow when itsalion along the thalweg dominated
the reach and replaced all other patch types. paish type had the most variable
spatial dynamics across flows (turnover of 3-93%d &e largest turnover with any
single increase in discharge (75% area no longemmed and 93% newly occupied
area, Table 5.4).

River Salwarpe

The same general pattern in patch movement occatrdte River Salwarpe, with all
but two patch types (RS2 (shallow-fast) and RS4d@nate-fast)) having relatively
fixed locations in the channel and responding @aavfonly in terms of gradual lateral
and longitudinal expansion or contraction (Appen@ixFigures 1-5). RS1 (moderate-
slow) and RS3 (shallow-slow) patches gradually @mtéd as discharge increased
and were increasingly located at the channel margonsequently the percentage of
area no longer occupied was usually higher thanpt#reentage of newly occupied
area. The deepest patch type (RS5 (deep-modeveds)}jhe least spatially dynamic
with between 3-14% of patch area no longer occupidial each increase in discharge
(Table 5.5). The location at the deepest part ettialweg remained fixed at all flows
and the area expanded as discharge increased ¥21néWvly occupied area). The
most spatially dynamic patch types at the Rivemw@gbe were also the two fastest
patch types — RS2 (shallow-fast) and RS4 (moddestg- As discharge increased
RS4 (moderate-fast) replaced the location formedgupied by RS2 (shallow-fast)
(Appendix G, Figure 4), and RS2 (shallow-fast) nbwe the location formerly
occupied by RS3 (shallow-slow) (Appendix G, Fig@je

Leigh Brook

This site also had three patch types (LB2 (shabtow), LB3 (shallow-moderate)
and LB5 (moderate-slow)) whose location varied vitle as discharge increased
(Appendix H, Figures 2, 3 & 5). All of these patgpes showed a gradual contraction
and became more limited to marginal areas at hifjbers. The patch types with the
greatest spatial dynamics were those occupying exieemes of the hydraulic

distribution The deepest patch type at the LeighoBr(LB1 (moderate-moderate))
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originated in the deepest and fastest part of thallsscour pool adjacent to the left
bank at very low flow and showed considerable gpadiynamics as discharge
increased (Appendix G, Figure 1). The patch expdmat® 87-100% newly occupied

area with the first three increases in discharggs Tontrasts with the spatial stability
of the deepest patch types at the River Arrow aiveérRSalwarpe. The fastest patch
type (LB4 (moderate-fast) was the most spatiallypadgic patch type at this site
(Appendix G, Figure 4) occupying on average 68% ma@ea with the first three

increases in discharge (Table 5.6). This patch typs least dynamic between high
and very flow and remained in a channel centrdlimation at the topographic high

points in the channel.

Table 5.4. Spatial turnover of each patch typehat River Arrow expressed as a
percentage of area no longer occupied and area/reaweupied after each increase in
discharge. Flow increase codes refer to very lovowo (VL-L), low to moderate (L-
M), moderate to high (M-H) and high to very high-YH#H).

Patch type Depth-velocity description Flow Area  no Area  newly

increase longer occupied
occupied

RA1 Moderate-slow VL-L 41% 46%
L-M 32% 52%
M-H 49% 43%
H-VH 91% 79%

RA2 Shallow-slow VL-L 38% 30%
L-M 25% 29%
M-H 64% 34%
H-VH 79% 36%

RA3 Moderate-very slow VL-L 31% 20%
L-M 38% 31%
M-H 41% 24%
H-VH 57% 24%

RA4 Moderate-fast VL-L 75% 93%
L-M 50% 79%
M-H 3% 86%
H-VH 22% 73%

RA5 Very deep-very slow VL-L 17% 11%
L-M 17% 11%
M-H 15% 27%
H-VH 52% 36%
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Table 5.5. Spatial turnover of each patch typéatRiver Salwarpe expressed as a percentage of area
no longer occupied and area newly occupied afteln @xrease in discharge. Flow increase codes refer
to very low to low (VL-L), low to moderate (L-M), aderate to high (M-H) and high to very high (H-
VH).

Patch type Depth-velocity description Flow Areano Areanewly
increase longer occupied
occupied
RS1 Moderate-slow VL-L 35% 46%
L-M 74% 45%
M-H 65% 66%
H-VH 70% 59%
RS2 Shallow-fast VL-L 49% 45%
L-M 42% 55%
M-H 85% 81%
H-VH 39% 27%
RS3 Shallow-slow VL-L 41% 13%
L-M 53% 20%
M-H 90% 25%
H-VH 89% 80%
RS4 Moderate-fast VL-L 33% 89%
L-M 17% 90%
M-H 29% 70%
H-VH 26% 42%
RS5 Deep-moderate VL-L 7% 61%
L-M 5% 60%
M-H 3% 41%
H-VH 14% 21%

Table 5.6. Spatial turnover of each patch typénatlieigh Brook expressed as a percentage of area no
longer occupied and area newly occupied after @arkase in discharge. Flow increase codes refer to
very low to low (VL-L), low to moderate (L-M), modate to high (M-H) and high to very high (H-

VH).

Patch type Depth-velocity description Flow Areano Areanewly
increase longer occupied
occupied
LB1 Moderate-moderate VL-L 0% 100%
L-M 83% 96%
M-H 12% 87%
H-VH 18% 36%
LB2 Shallow-slow VL-L 59% 12%
L-M 42% 16%
M-H 82% 11%
H-VH 75% 50%
LB3 Shallow-moderate VL-L 43% 82%
L-M 52% 45%
M-H 87% 84%
H-VH 60% 48%
LB4 Moderate-fast VL-L 0% 100%
L-M 18% 27%
M-H 10% 77%
H-VH 33% 35%
LB5 Moderate-slow VL-L 34% 27%
L-M 18% 27%
M-H 67% 20%
H-VH 36% 47%
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5.3.3 Reachscape configuration

The configuration of all patch types at the reaapsclevel at each site, based on the
uncorrelated subset of spatial metrics identified Section 5.2, was represented
graphically by 2D nMDS plots (Figures 5.7-5.9). Radot had a zero Kruskal stress
value indicating an excellent representation okrilow differences by distance
between points in the plot. Reachscape configurat each site responded
differently to changes in flow (Figures 5.7-5.9heT Leigh Brook reachscape was
characterised by greater patch shape complexity @nodtimity at very low to
moderate flows and by greater connectivity and egggion of patches at higher flows
(Figure 5.7). Differences in reachscape configaraat the River Salwarpe between
lower and higher flows were less clear (Figure 58)e biggest differences occurred
along an axis identified by a higher degree ofrgpgersion and juxtaposition of patch
types at very low flow and the aggregation of sdaype at moderate flow. The very
high and high reachscapes were the furthest apdit,the reachscape at very high
flow characterised by the highest patch shape ocexitglwhereas the reachscape at
high flow was characterised most by the greateskimity between same-type

patches.

The greatest distances between reachscape conibgpsrat the River Arrow (Figure
5.9) also occurred between very similar flows. Ve flow was characterised by
the lowest connectivity and highest proximity betwepatches but low flow
reacshcape was characterised by the highest caorityeeind the lowest proximity
between patches. Likewise, high flow reachscape atssacterised by the highest
interspersion and juxtaposition of patches andldlaest aggregation of patches but
this trend was reversed at very high flow. The Mid&s highlighted the differences
between sites, even where those differences ayeswesll, as they were in across the
flows at each site. The ANOSIM test confirmed tlulitferences in reachscape
configuration between flow categories (VL, L, M, NH) were not significant
(Rho=-0.176, p>0.05). The possible reasons for dnés discussed in the following

section.
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Figure 5.7. nMDS ordination plot indicating intéow differences in reachscape
configuration at the Leigh Brook where VL=very Ié}aw, L=low flow, M=moderate
flow, H=high flow and VH=very high flow. The plos ioverlaid with direction vectors

of each metric of configuration.
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Figure 5.8. nMDS ordination plot indicating intéow differences in reachscape
configuration at the River Salwarpe where VL=verywl flow, L=low flow,
M=moderate flow, H=high flow and VH=very high flowhe plot is overlaid with

direction vectors of each metric of configuration.

187



|Resemblance: D1 Euclidean distance |

2D Stress: 0

PROX

CONNECT
SHAPE

LSI

Figure 5.9. nMDS ordination plot indicating intéow differences in reachscape
configuration at the River Arrow where VL=very Idlew, L=low flow, M=moderate
flow, H=high flow and VH=very high flow. The plosioverlaid with direction vectors
of each metric of configuration.

Examination of the response of each individual urktion metrics to changes in
discharge showed that all aspects of reachscapéigemtion were relatively
invariant to flow (Figure 5.10). Landscape Shapdein (LSI) varied very little with
discharge at all three sites, taking a value of&-all flows (Figure 5.10 a). A very
slight u-shaped response curve was evident, witlelovalues occurring at very low
and very high flows. This reflected a decrease ataltedge length within the
reachscape indicative of patches becoming slightlye aggregated/less fragmented
at flow extremes. Mean patch shape complexity laged within a very small range
of values (1.23-1.33) that indicated only a minavidtion from square, regular
shaped patches at all sites and all flows. Meanximity between all same-type
patches in the reach was relatively invariant at fiver Arrow and Leigh Brook
which disguised the very different response of viailial patch types discussed in
Section 5.3.1. At the River Arrow mean proximity\read between very low and very
high flow which reflected the underlying trend foximity between three of the five
hydraulic patches at this site to decrease witbhdigye but disguised the exponential
increase in proximity between RS4 patches at Hmhs. A high level of mean patch
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type interspersion occurred at all sites (70-84&4}) most values falling in the upper
quartile of the possible range, indicating a higével of spatial hydraulic
heterogeneity. Maximum interspersion occurred gi liiow at all three sites although
the total range of values over all flows was rgklif small. The Connectance Index
was also high at all sites (61-85%) and variecbjfb6 with discharge indicating that
the majority of patches were within half a reachgkd’s distance of another same-
type patch at all flows.
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Figure 5.10 Response of individual reachscape gordtion metrics to changes in discharge at
each site.
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54 Discussion

Patch configuration (class scale)

Overall flow-related changes in patch configuratiware very subtle for all patch
types, however several differences were identifitatkch configuration of the fastest
patch type at each site was most responsive togelsain flow as might be expected
for a patch type at the extremes of the depth-wglatistribution and with greater
dependence on discharge than morphology. The Higghanges in patch
configuration metrics occurred at intermediate 8dar the deepest patch type at each
site and flow extreme for the fastest patch typeaah site. Area and length had very
similar responses to flow; increases in patch aveee associated with increases in
patch length, which was not surprising in an enwinent dominated by the

downstream movement of flow.

The results highlighted several issues when uspagiad metrics to quantify patch
configuration. Several metrics, including nearesgghbour distance (ENN) and patch
shape complexity (FRAC) were sensitive to the preseor absence of single pixel
patches. For example, several changes to the cwafign of the deepest patch types
were explained by the response of the metric tgptheence or absence of single pixel
patches. This behaviour complicated interpretabbrthe metrics and caused some
spikes in the general trend. It is recommended ENIN and FRAC be interpreted
with care or that a minimum patch size criterionajgplied before the metric is
calculated to minimise this problem. Metrics whrgflect a combination of changes
e.g. PROXIMITY (abundance and aggregation) musinberpreted with caution as
similar values can reflect very different patch fogurations, as was the case for RS4
at very low and very high flows. The near-zero eaheflected the influence of
disaggregation at very low flow but reflected hajtundance of the patch type at very

high flow.

It is interesting that the deepest patch type atRiver Arrow (RA5) showed greater
flow-related changes in patch configuration thatcipas associated with relatively
non-descript areas of the channel bed (e.g. RALZ BAd RA3). In some cases this

was explained by the sensitivity of the spatialnoegb single pixel patches (PROX,
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ENN, CLUMPY). However it may also depend on thechaipe upstream of RA5. A
the River Arrow RA5 patches were downstream of maideto fast flowing patches
rather than slow flowing patches which may influerice hydraulic response of RA5
to changes in flow. Another feature of FRAGSTATS3(3) worth noting is theat it is
not possible to analyse the spatial relationshipwéen two specific patch types;
either the configuration of patches of a singlecpatype can be quantified or the
configuration between patches of all types can bantified. In terms of its

application in ecohydraulic studies the ability goantify the relationship between
patches with complementary functions (e.g. the ipndy between resting habitat
(deep-slow units) and feeding habitat (fast-flowingits)) is likely to be very

important. Further development of the softwarentdude this capability would be a

useful avenue for further research.

Patch change

All sites showed that the fastest patch types, whaisundance depended on high
discharges were the most spatially dynamic, whetteasleepest patch types, whose
location was strongly tied to topographic lows wtre least spatially dynamic. Slow
patch types were moderately dynamic. At high disgds the location of all but the
fastest patch type shifted to the channel margirsgeral spatial dynamics and
transitioning between RS3 (shallow-slow) RS2 (sivaifast) to RS4 (moderate-fast)
illustrated the changing hydraulic performance ome areas of the channel as
discharge increased. These results show the sinblugnce of bed morphology on
the location of all patch types with the exceptidrihe fastest patch type at each site.
This was associated with high discharges and waddd along the thalweg. However
the width of the fastest patch type was limited rehieoccurred at a topographic low,
showing that topography had some influence on atitlptypes to a degree. Depth is
an indicator of hydraulic patches with limited spatlynamics and the velocity is an
indicator of hydraulic patches that are highly st dynamic. This explains why
LB1 (moderate-moderate), which was the deepesilbatsecond fastest patch type in

the reach, was more spatially dynamic than RASR&8.

The analysis of patch change supported Cliffordlés (2002; 2006) suggestion that

the arrangement of hydraulic patches changes #&aichy structure at low flow and
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to a longitudinal ribbon-like structure with cledrstinctions between the channel
centreline and margins as discharge approachesfutlanklthough none of the

hydraulic surveys in this study approached bankhd,trend described by Clifford et
al. (2002; 2006) was evident at all sites. Cerjathle patches which spanned the
channel width at lower flows were marginalised detame thinner and longer at

higher flows.

Reachscape configuration

In Chapter 1 it was hypothesised that patch shapglexity would be greatest at low
flows. Although the MDS plot appeared to suppoid thypothesis at the Leigh Brook,
the ANOSIM results indicated that mean patch shamaplexity across all patch
types did not significantly differ between flows aty site. It was also hypothesised
that interspersion of patches would be greatekivaflows and aggregation of patch
types however no significant differences in reaapscconfiguration were found
between flow categories (across all sites) or betnstes (across all flow categories).
Due to the lack of site-flow replicates ANOSIM wailt replicates was used to test for
difference between flow categories. Detection dfiedences between flow categories
required all sites to respond to flow changes iacly the same way. However the
different morphology at each site and the site-$igecature of the hydraulic patch
classifications meant this was not the case. Heekbtheaches at the same site been
surveyed the test could have been performed fdr siée independently which would
have isolated the site-specific response to flolis Bpproach was taken by Thoms et
al. (2006) where flow-related differences in coof@tion were significant.

The non significant result highlights that smalfigdons in flow are not associated
with significant differences in reachscape confajian. Thoms et al's (2006) study
compared configuration differences at between gredliow differences. It is

speculated that differences in reachscape configardetween very low and very
high flows may have revealed significant differencélowever the MDS plots

suggest that the differences between extreme fleflected different aspects of
configuration at each site, possibly due to morpbchll differences. This suggests

that even though lowland rivers have similar rescale morphology (i.e. pool-riffle
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sequences) local variations in bedform amplitudeé susbstrate can affect how the

hydraulic environment changes in response to flow.

Chapter summary

In general the patterns of flow-related changes in patch configuration, patch change
and reachscape configuration were very similar at every site, as might be expected at
three lowland rivers, however some subtle differences relating to local differencesin
bed morphology and the overall depth-velocity distributions were evident. This
chapter has illustrated some of the limitations and idiosyncrasies of different spatial

metrics and makes useful recommendations for their future application.
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Chapter Overview

This chapter identifies the key findings of the research and discusses their implication
for river science. A speculative model of hydraulic patch dynamics in morphologically
contrasting reaches s presented. The relevance of the results to river habitat surveys,
instream modelling and river rehabilitation is explained and directions for further

research are recommended.

6.1 Key findings and implications for river sciene

This section summarises the key findings from exdhe three results chapters in
relation to the aims and objectives of the themssset out in Section 1.7. The
implications of the results for river science aiscdssed with reference to current

theoretical understanding of rivers.

6.1.1 Classification of hydraulic patches andgiton zones

The first aim of this study, addressed in Chaptevas to evaluate the merits of fuzzy
cluster analysis as a method for quantitativelggifging the hydraulic environment.
Three specific objectives were identified in Sectid.7 (p.32); to evaluate the
performance of three different fuzzy clusteringaaithms for classifying hydraulic
data (Obj. 1a), to generate a classification ofraytic patches and transitional zones
to evaluate the effect of discharge on the hydcaehvironment (Obj. 1b), and to
make recommendations for the applications of fudmgter analysis in river science
(Obj. 1c).

The performance of three fuzzy clustering algorghfior delineating hydraulic
patches was evaluated; fuzzy C-means, GustafsoseKasnd Gath-Geva, only the
first of which has been tested for the purposeeatindating hydraulic patches before
(Obj. 1 a, p.33). The results showed tha¢ Gustafson-Kessel fuzzy clustering
algorithm offers some advantages for delineating tdraulic patches over fuzzy
C-means in that it can detect ellipsoidal shaped u$ters For example, in the low
flow environment at the River Arrow ellipsoidal gal clusters improved the

differentiation between areas of recirculating flowpool margins and the backwater
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(RA3), which were characterised by negligible, ofigostream velocities but had a
wide range of depths, from areas characterisedldy #ow and shallow depths
(RA2). At the River Salwarpe ellipsoidal shapedstdus facilitated the differentiation
between shallow-fast (RS2) and moderate-fast (R&th types, which appeared as
two natural fuzzy clusters in the hydraulic datatribution at high and very high
flow. At the Leigh Brook the ellipsoidal shape dfister LB5 reflected the range of
depths found in the scour pool better than the vedemt cluster in the 5-FCM
classification. Where other studies have only ugexfuzzy c-means algorithm to
delineate hydraulic patches (Legleiter & Goodchik05), this study shows the
advantages of using the Gustafson-Kessel fuzzyrianae algorithm. It also showed
that the Gath-Geva algorithm did not prove usefoit €lassifying continuous
hydraulic data. The algorithm failed to converge fmst classifications of the River
Arrow data so was not used on data from the remgimwo sites. This finding
supports prior tests of the algorithm which repories sensitivity to the cluster
centroids used to initialise the clustering procasd its tendency to allow a very
limited level of fuzziness in cluster membershipdtion values (MFVs) (Bppner et
al., 1999). It is best suited to detecting wellageped fuzzy clusters whose shapes are
all very different (Fppner et al., 1999) rather than very fuzzy clustersontinuous
hydraulic data. As such it may perform better otadeom step-pool reaches where
the distinction between hydraulic conditions in 8teps and pools is much clearer,

however further research would be needed to testitbory.

The optimal classifications of hydraulic data geted using the Gustafson-Kessel
fuzzy clustering algorithm delineated five hydraybatch types, defined by the joint
distribution of depth and velocity, at each sitdj&ative 1b). The five patches were
distributed across all regions of the “heart-shapkata distribution combined from
multiple discharge surveys, i.e. the classificatieflected the influence of discharge
variations on the hydraulic environment whilst algiducing spatially coherent
patches that clearly reflected the influence ofncteh morphology on the hydraulic
environment. Although a five patch classificatiomsvoptimal at each site in this
study it is not necessarily the case that a 5-efudissification would be optimal in
all pool-riffle reaches as the level of morphol@jiand hydraulic diversity will vary

on a site-by-site basis. It is important to ackrexge that in this study the optimal
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classification was defined relative to the hydraudind morphological diversity
sampled. Had longer pool-riffle reaches with lariggdraulic ranges been sampled at
the River Salwarpe and Leigh Brook a classificatiath more patches or the same
number of patches but with centroids in differerdas of the new distribution may
have been more appropriate. Likewise, if a reactianing a riffle had been sampled
at the River Arrow the delineation of an additiopatch type may have been useful to
further differentiate velocity at shallow depthsst as the larger depth range at this
site had been classified into three patch typesevheo were sufficient at the other

sites.

It is suggested thahe optimal number of hydraulic patches may differbetween
reach morphology types, depending on the influencef longitudinal and lateral
topographic variations on the shape of the data disbution and the influence of
bedform amplitude and wavelength on the density/disibution of data points
within the hydraulic range. For example, in pool-riffle reaches longitudireaid
lateral topographic variations have an approxinyatgjual influence on the hydraulic
environment which creates a heart-shaped hydrdalia distribution that is stretched
along the depth-velocity axes as well as away ftbem (Figure 6.1 a). Pool-riffle
reaches are also characterised by moderate bedfophtude and wavelength which
results in a relatively continuous and even derditglata points within the hydraulic
range. Thus the optimal classification delineatgdraulic patches in all regions of
the data distribution. By contrast in step-poodctees where the influence of
longitudinal variations dominates the hydraulic iemmwment, the data distribution is
likely to be L-shaped and stretched along the deplbcity axes rather than away
from them (Figure 6.1 b) (Stewardson & McMahon, 20MHere it is likely that the
relatively high bedform amplitude and short wavegtbn will produce fewer
intermediate hydraulic conditions between the topphic extremes. Instead it is
probable that data points will be densely distelouin the shallow-fast (step) and
deep-(relatively) slow (pool) regions of the dep#lecity space with a relatively
sparse occurrence of points elsewhere (Figure 6.Adsuch, fewer hydraulic patch
types are likely to be needed to characterise #a distribution. The sparsely
populated region of the data space (indicated bydtshed line in Figure 6.1 b) may
be allocated to a transition zone or be delineated patch type in its own right,

depending on the defuzzification rules used. Theermhtive extreme of reach
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morphology - plane-bed or channelised reaches renhere is very little longitudinal
topographic variations and instead lateral topdgayariations are the dominant
influence on the hydraulic environment, the shajpthe data distribution is likely to
be stretched away from the depth-velocity axes niwae it is stretched along them
with a relatively small hydraulic range charactedidy a positive correlation between
depth and velocity (Figure 6.1 c) (Stewardson & Mdidn, 2002). The shallow-fast
and deep-slow hydraulic conditions associated lettigitudinal topographic extremes
are likely to be absent or scarce so the main hdrdifference will be between the
shallow-slow conditions in channel margins and riélatively deep-fast flow in the
channel centreline where friction from the bed #&aohks is reduced. As such the
optimal classification will likely contain fewer Hyaulic patches than pool-riffle
reaches. In addition, the relatively low bedformpéitnde and large wavelength are
likely to produce a highly continuous, dense dsttion of data points within the
relatively small hydraulic range, characterisedablligh degree of overlap between

hydraulic patches, which may results in a largengition zone.

Based on these suppositions it is suggested that general rule, the optimal number
of hydraulic patches will be higher in reaches whboth longitudinal and lateral
topographic variations influence the hydraulic eomment and where bedform
amplitude and wavelength are moderate, as thesditoms produce the largest
hydraulic range and the most even density of damatp within the hydraulic range.
Whilst measures of bedform amplitude and wavelerayth likely to reflect the
influence of a wide range of morphological featuogsthe hydraulic environment,
such as the presence of large woody debris orcidanels that are only connected
above certain discharge thresholds, in some regudst for example lowland chalk
streams, biological factors, such as the growtin-stream vegetation may also create
seasonally-dependent hydraulic patches that arecoatunted for by morphological
factors (e.g. Gurnell et al., 2006). This undergims need for good site knowledge
when selecting the optimal number of hydraulic patc Further research is needed to
evaluate the effect of channel topography on theber of hydraulic patches and it is
recommended to first assess reaches with contgastorphology, such as a step-pool
reach and a low gradient plane-bed reach, thattivadlly have not been widely
studied. Recent research has suggested ways ohirgdefiand quantifying

morphological diversity (e.g. Bartley & Rutherforé005) which could be useful to
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evaluate the relationship between morphologicalemity and hydraulic patch

diversity. This is recommended as an area for éutasearch.

Velocity Velocity Velocity

Depth Depth

amplitude

Depth

i

< > +—> wavelength
wavelength wavelength 9

Figure 6.1 Conceptual diagram illustrating how #teape of the hydraulic data
distribution, the density of points within it andet amplitude and wavelength of
bedforms (long-profile) vary in (a) a pool-riffleach, (b) a step-pool reach and (c) a
channelised/plane-bed reach. The depth of shadifigcts the density of points
within the distribution with areas enclosed by dakHines indicative of sparsely
populated regions of the distribution. Arrows ithage the relative influence of
longitudinal and lateral topographic variationstbe shape of the distribution in the
upper diagrams and the relative size of bedformelangth and amplitude in the

lower diagrams.

The transition zone, which represented areas betWgéraulic patches characterised
by classification uncertainty occupied between 0863f the reach at each site-flow
combination (Obj. 1b).The delineation of the transition zone represents ra
application of the ecotone concept to the in-strearenvironment at a smaller
spatio-temporal scale than has been considered befo Ecotones are defined as
transitions between relatively homogeneous patcf\@ard & Wiens, 2001).
Previously the concept has been applied to theitlasigal erosional/depositional
ecotone between riffle and pool units (Ward & Wie@801), the lateral aquatic-

terrestrial “moving littoral” ecotone between thigaonel and its floodplain during a
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flood pulse (Junk et al.,, 1989) and the verticalpdmheic ecotone between
groundwater and surface water (Williams et al.,®0In-stream hydraulic ecotones —
transitions between relatively homogeneous hydraphtches - have never been
explicitly defined, but rather incorporated into ethhydraulic range of
hydromorphic/hydraulic units (Figure 6.2 a). Tha pnly increases the heterogeneity
associated with each unit but represents the hiidraontinuum with spatially
discrete units that have crisp, linear boundarieBickv exaggerate internal
homogeneity and underestimate the spatial exteet shich conditions change
between units. Hydraulic and/or ecological sampktigitegies designed to test the
distinctiveness of hydraulic/hydromorphic units itglly target the core of
hydromorphic/hydraulic units in recognition of thencertainty of hydraulic
characteristics near boundaries. A more accura@ehaf the continuum represents
rapid hydraulic gradients as areal zones in theun aight occurring between
relatively homogeneous patches (Figure 6.2 b). Type of model is made possible

using fuzzy cluster analysis to classify the hyticaenvironment.

The transition zones, or in-stream hydraulic ecespndelineated in this study
extended for 16 — 10m in longitudinal and lateral dimensions, althouighis
acknowledged that this was a function of the defieation rules used. They
described gradients in depth and/or velocity andewaounded by two or more
hydraulic patches. Hydraulic ecotones represermtagral part of the shifting habitat
mosaic that persist for 0-10? years in response to variations in discharge. In
addition to segregating relatively homogeneous dwyiilr patches and contributing to
hydraulic diversity in-stream ecotones may be iath@ of changes in community
assemblages (i.e. modify the flow of organisms) € 2002) and/or provide hot-
spots for biodiversity. The availability of method® delineate in-stream
ecotones/hydraulic boundaries is a necessary pssicuo adopting a landscape
ecology approach to riverine assessment and previdea/ opportunities to explore

the potential ecological significance of in-streacotones.
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Unit X Unit Y
A
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Hydraulic 1 Hydraulic
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A B
Hydraulic

Figure 6.2 Classification of the lateral hydraulicontinuum with a)
hydromorphic/hydraulic units with crisp, linear bwlaries (top) and b) hydraulic

patches and transition zones.

The hydraulic patch:transition zone ratio varied betwee 70:30 to 80:20in all
three reaches. Discharge did not have a clearteadfethis ratio. Instead it is likely to
vary in response to differences in reach morpholo§y discussed above, the
combination of high bedform amplitude and short @angth evident in a high
gradient step-pool reach type that produces avelaharp, narrow transition between
hydraulic patches may result in a 90:10 hydrauditch: transition ratio, whereas the
combination of low bedform amplitude and long wawejth in a low gradient
channelised or plane-bed reach which produce veagugl changes in hydraulics
may be characterised by relatively large transittmmes and a 60:40 ratio. This
suggested general trend however, is just thas; likely that the number of hydraulic
patches and the hydraulic patch:transition zonie raill vary within reach types as
well as among them. It is recommended to applysdr@e approach (and the same
defuzzification rules) to hydraulic data from aestion of reaches that fall along a
morphological/energy continuum to test this assumnpt
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The assessment of the effect of discharge on teabijc environment using cluster
analysis can be approached in different ways. Busvstudies (e.g. Emery et al.,
2003) have generated a separate classificatiogdrilic patches for each discharge
surveyed. This has the advantage of being ablevdtuate the aggregate hydraulic
performance of fixed bedforms across a range othdiges. It provides a
morphological, or bottom-up, perspective of hydiagatch dynamics that is most
relevant to channel/bedform design aspect of riedrabilitation but complicates
tracking particular hydraulic conditions that biatey prefer. This study adopted an
alternative method, combining hydraulic data caéldcat multiple discharges prior to
clustering to generate a single classification yafraulic patches relative to the total
hydraulic range at the site. This has the advanthdeeing able to track the location
and movement of the same hydraulic patch types depth-velocity conditions) at
every discharge. Assuming the hydraulic patcheseaogically significant, this
could help predict the distribution of mobile bidkat track their preferred hydraulic
conditions across a range of flows. It is acknogtstithat the total hydraulic range
described by each patch type incorporated sombeoktfect of discharge on depth
and velocity. For example, RA4 was characterisea Ioyean depth of 0.14m at very
low flow but a mean depth of 0.41m at very highwfldNevertheless each patch type
still described clear hydraulic differences relatte the hydraulic range at any given
discharge.The approach of combining discharge data prior to lustering is
recommended for ecohydraulic studies focussed on toite biota or for assessing
how flow release changes will alter the quantity amh location of hydraulic
patches The approach adopted by Emery et al. (2003) naag lgreater relevance for
understanding the range of hydraulic conditiong/hach immobile biota are exposed
or for evaluating the range of hydraulic conditiggrevided by a specific flow, for

example, a minimum flow release.

The obvious limitation to the wider application n@imerical classification of the
hydraulic environment is the time and resourcesleédo collect hydraulic point data
in the field over a range of discharges. It is mely for this reason that rapid
hydraulic assessment methods based on visual fidatibn of mesoscale units have
become widely adopted and remain the most expediethtcost-effective means to
evaluate riverine health (Newson & Newson, 2000¢cdht advances in remote

sensing technology, such as unmanned aerial vshitderestrial laser scanners and
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aquatic-terrestrial LIDAR, have made the collectioh sub-centimetre resolution

channel bathymetry data over large spatial extgrist000m reach length) possible
and this can be used to run hydrodynamic modelgavdlice accurate hydraulic data
(Tamminga et al., 2014; Bangen et al., 2014). Suelthods are not a panacea for
hydraulic data collection; data accuracy can becéd by a multitude of factors such
as water turbidity, in-stream vegetation, surfacatew turbulence and refraction
within the water column, added to which the techggl cannot be used in all

locations, for example in channels where densehawvegjing vegetation obscures the
view of the channel or in deep pools where bedatien cannot be ground-truthed
(Marcus, 2012; Tamminga et al., 2014). Nor is threetand expertise required to post-
process the data or costs of the equipment insuitedt§Schwendel et al., 2010; Milan

et al.,, 2011; Bangen et al., 2014). However, ilikely that future research in this

rapidly expanding area will address some of thdsdlenges and may eventually
facilitate the direct, rather than indirect, measoent of velocity (Carbonneau et al.,
2012). In the interim, ADCP technology provideseast-costly alternative method of
collecting channel bathymetry data for use in hggramic models (Milan &

Heritage, 2012). With the expectation that highohetson hydraulic data at the

mesoscale will become widely available in the redure it is also anticipated that
the application of numerical classification techuggq will be become increasingly
feasible at a range of spatial scales relevanskoand macroinvertebrates. Until then
numerical classification may be most useful atssitdnere hydraulic models already
exist. The spatial analysis methods discussederfdtiowing two sub-sections have

wider application at the current time.

6.1.2 Hydraulic heterogeneity: the composition and diwgrsf hydraulic patches

The second objective of the research project redeto the quantification of hydraulic
heterogeneity (composition and configuration offaydic patches) and examining its
response to discharge variations. In Chapter 4awurpatch richness, frequency and
diversity were quantified at each site-flow combioia to evaluate how reachscape
composition changed in response to (seasonal)tivagain discharge (Obj. 2a). It
was hypothesised that (1) shallow or slow-flowingtghes would dominate the
reachscape at low flow but be replaced by deepsteif-flowing patches as discharge

increased, resulting in a significant differencénsen hydraulic patch composition at
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Velocity (m/s)

low and high flows, and (2) that maximum hydraydetch diversity would occur at

intermediate flows.

Hydraulic patch diversity increased with dischargein all three reaches and
peaked at relatively high flow (Q22 at River Arrow, Q23 at the Leigh Brook and
Q38 at River Salwarpe)(Figure 4.6). Hydraulic patch diversity was mastive to
discharge variations at the Leigh Brook where diggmt increases in diversity
occurred between very low-low, low-moderate and emate-high flows. At the River
Arrow significant changes in patch diversity onlgcarred at high and very high
flows. The discharge at which maximum hydraulicedsity occurred at each site was
also the discharge threshold for compositional gkamelow which the shallowest
and slowest hydraulic patch types dominated thehr@amd above which the deepest
and fastest patch types dominated the reach. Fissaciated with low diversity were
characterised by data that were densely distributedsmall region of the combined
discharge data range from which the hydraulic patelsification was derived. For
example, data from the River Arrow at very highaflavas densely distributed in two
small areas of the combined discharge data disiitb{Figure 6.3). Likewise, data
from the Leigh Brook at very low flow was denselgtdbuted in the lower left region
of the combined discharge data distribution (Figbui4). This supports Clifford et
al.’s (2002) finding that it is the increase in tineevenness of the data distribution

rather than a change in the hydraulic range tHat&f diversity.
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Figure 6.3. Comparison of the hydraulic data dsition at very high flow (left)
relative to the data distribution of the combinadctarge dataset (right) at the

River Arrow
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Figure 6.4. Comparison of the hydraulic data dstiibpn at very low flow (left)
relative to the data distribution of the combinesttarge dataset (right) at the Leigh
Brook.

The general trend for hydraulic patch diversityinorease with discharge and the
occurrence of maximum hydraulic patch diversithigih flow observed in this study
contrasts with the findings of hydraulic biotopeudies which have reported
maximum diversity at low to moderate flows (e.gdPare, 1998; Dyer & Thoms,
2006). Heritage et al. (2010) noted that high lpetdiversity at high flows depended
on the availability and inundation of morphologlgatliverse marginal areas. The
difference in the discharge at which maximum hytdcapatch diversity occurs likely
reflects the fact that the influence of relativaugbness (substrate and bedform
topography) on water surface characteristics, byichwhydraulic biotopes are
identified, is drowned out at moderate flows wherdéa influence on depth and
velocity within the water column, by which hydraupatches are defined, persists at
high flows. As suchhydraulic patches provide a more robust approach fo
evaluating hydraulic diversity over a wider range & flows which could inform
our understanding of high flow hydraulic referenceconditions and help predict
the impact of flow management decisions, in partidar abstraction, on hydraulic
diversity. For example, these results demonstrate the iapoet of the magnitude

component of the flow regime in delivering hydraudiversity.

Patch richness (number of patch types) was laigebriant to discharge variations at

all three sites, the only change occurring at tee@h Brook where patch richness
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increased from three to five hydraulic patches ketwvery low and low flow. The
invariant trend observed at the River Arrow supp@mnery et al.’s (2003) suggestion
that hydraulic richness remains high across a rahfjlews where bedform amplitude
is well-defined. However Emery et al.’s (2003) sesgfipn that hydraulic patch
richness would decrease with discharge in reacligssubdued bedforms owing to
bedforms being drowned out at lower discharge ttolels, was not shown to be the
case in this study, instead the opposite trendaligsrved at the site with the smallest
bedform amplitude (Leigh Brook). In summary, tiesults support the literature on
pool-riffle  hydraulics that shows the hydraulic envwronment remains
heterogeneous at flows below bankfull (Keller et al 1971; Clifford & French,
1992) and provide further evidence that substrate red bedforms of varying
amplitude exert an influence on the hydraulic envionment over a wide range of

flows.

It is acknowledged that the different method forngmting hydraulic patch
classifications and the addition of water depthaadefining variable of hydraulic
patches may in part explain these differences. Hattaulic data from individual
flows been clustered separately, as Emery et @d3Rdid, a decline in patch richness
may have been observed at high flows at all skesan example, the very high flow
data distribution at the River Arrow was charasted by two distinct regions of
greater point density (Figure 6.5a). These regstnguished between the marginal
recirculation zones (RA3, shallow-very slow) ane thalweg in all but the deepest
areas of the channel (RA4, moderate-fast). Had ethdata been clustered
independently of data from all other flows is likehat a two cluster classification
describing these two regions of high density wohére been optimal, with the
sparsely populated remainder of the hydraulic rdpgjeg classified as transitional.
This would have resulted in a slight decrease tanlpechness, as Emery et al. (2003)
suggested and a lower diversity, as Clifford et(2002) suggested, although this
would have been true of all the sites, not juss¢hwith smaller bedform amplitude.
Instead the classification was derived from datmlwoed from multiple hydraulic
surveys which meant that whilst the dominant pattdrRA3 and RA4 was reflected,
a higher degree of diversity across the full hyicavange was represented as
hydraulic patches rather than transition zonesufeigs.5b). This provided some

useful insights into the hydraulic environment aghhflow; it showed that the
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influence of the pool bedform (topographic low) thre hydraulic environment was
preserved near the margins (RA5) but not at theredlacentreline, where velocity
increased markedly, even though depth was grehtsst The classification also
differentiated between two types of marginal candg at very high flow — the
recirculation zones characterised by upstream fleddying out from the thalweg
(RA3) and the shallow-slow areas (RA2) in newlynidated areas of the channel.
This distinction is important not only because Ehvalslow conditions provide high
flow refugia (Lancaster & Hildrew, 1993) but becaufhese ecologically relevant
hydraulic conditions are often overlooked or unépresented in traditional transect-
level hydraulic biotope surveys (Padmore, 1998)simmary, the way in which
hydraulic diversity is defined can affect the tremibservedrurther research to test
the ecological relevance of hydraulic patches is aded to guide the selection of

appropriate methods.
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Figure 6.5 Scatterplot of the data distributionexty high flow at the River Arrow
shown (a) without and (b) with the hydraulic pattdssification.

Changes to composition were also quantified in seroh spatial and temporal
variations in patch richness density (PRD). Thisvmted new evidence about
hydraulic diversity at the local scale. Spatialiaons in PRD showed a complex
response to flow and no systematic trends coulddbermined across the three sites
although a difference in mean PRD was evident. MeRD was highest at the Leigh
Brook and decreased at the River Salwarpe and Rirenw respectively. This trend
mirrors the decrease in substrate sizgo(2and substrate roughness (3.5 ¥4)D
between the sites, suggesting thredan PRD provides a measure of the influence

of substrate on local hydraulic diversity As substrate size and heterogeneity
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increased, so too did local hydraulic diversity.OPRas not been used to describe
hydraulic composition in any other studies so reaclecological interpretations are
available. However as the index showed a high degre spatial and temporal
variability it is suggested that it may provide futecontextual information with
which to explain the patchy nature of biotic asskgés.

The observed effect of discharge on hydraulic difgrhas several implications for
flow management. Where river managers aim to masanhiydraulic heterogeneity,
these results suggest that considerably higher flmgnitudes (<Q40) are needed to
support maximum hydraulipatch diversity than are needed to achieve maximum
hydraulicbiotope diversity (>Q50). Current UK policy on abstractiatiows a greater
proportion of high flows to be abstracted on thesiddhat this does not have an
adverse ecological effect (Acreman et al., 2008)is Tesearch suggests that large
abstractions from high flow magnitudes would hawve greatest impact on hydraulic
diversity. Under the building block methodology feetting environmental flows a
minimum, ecologically acceptable baseflow conditisnsupplemented with higher
flows that have particular ecological or geomorpiections at targeted times of the
year, e.g. high flows during salmon migration sea@¢ing & Tharme, 2000). The
results of this study show that the presence dfffawing hydraulic patches (RA4,
RS4, LB4) was dependent on high flows. They ocalijpess than 5% of the reach at
flows >Q70 which only increased #1.0% when flows exceeded Q55. This suggests
that the maintenance of moderate flows is necegsapyovide hydraulic conditions
for species with fast velocity preferences; methotiser than flow management
would be required to improve the provision of fstv refugia at low flows.
Similarly the availability of shallow-slow refugiduring high flows dropped below
20% of the reachscape at flows >Q40 and below 5%oas >Q20 where the bank
morphology did not provide bars that could be neiniyndated as flows increased.
The impact this may have on biota should be consitlevhen releasing flushing
flows or designing the magnitude of high flow pglsa a flow regime. The results
showed that all discharge variations are likelyasult in a change in hydraulic patch
diversity, although more significant changes over@er range of flows may occur at
sites with low bedform amplitude. The hydraulicpesse of a river to changes in

flow regime cannot be predicted from channel typene more detailed
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morphological information should be taken into ddagtion when designing flow
regimes. Assuming the ecological relevance of hyldrapatches, even small
increases in minimum flow allocations or small reftons in abstraction over the low
flow range could be ecologically beneficial as faudic patch diversity increased
between very low and moderate flow at all sitesardlgss of differences in bedform
amplitude. However to date research on the effetidischarge on the hydraulic
environment has focussed on the effects of natiloal variations on hydraulic

diversity in pool-riffle reaches (e.g. Clifford etl., 2002; Emery et al., 2003;
Pasternack et al., 2008; Harvey & Clifford, 2008)lditional research in regulated
reaches and other reach types would provide a lusefuparison of the effects of

flow alteration on patterns of hydraulic diversity.

6.1.3 Hydraulic heterogeneity: patch configuratipatch change and the shifting
mosaic

The second objective of the thesis which referred quantifying hydraulic
heterogeneity was also addressed in Chapter Shdyetthe focus was on evaluating
the configuration of hydraulic patches. The geoynetnd spatial arrangement of
same-type patches (Obj. 2b), the change in locaifosame-type hydraulic patches
(Obj. 2c) and the spatial arrangement of all hylicgpatches in the reach (Obj. 2d)
were quantified at each site-flow combination taleate the effect of discharge
variations on configuration. It was hypothesisedlt tf1) patch shape would be most
complex at low flows and become regular and lingahigh flows and (2) that
reachscape configuration would be characterisethteyspersed patch types at low

flows and aggregated and connected patches aflbigs.

Flow-related changes to the geometry and spatiahgement of same-type patches
(at the class-level) were, in the most part, reddyi small, either oscillating within a
small range of values (e.g. mean patch shape caitplef all patch types at the
River Arrow) or remaining relatively invariant (e.gnean patch length of all patch
types at the Leigh Brook) (Obj. 2b). A limited nuentof large responses to discharge
were observed in the configuration of fast-flowjatches, such as the rapid increase
in mean area and length of RA4 patches at very fimh, the disaggregation (i.e.
fragmentation) of RA4 and RS3 patches at low floasd the increase in mean

distance to the nearest-neighbour patch for RA4 B& LB4 patch types at very

210



low flow (Obj. 2b). The other large changes to sdype patch configuration, such as
the decrease in mean patch area and length of RATR&5 at low and high flows
were caused by very local changes in the hydrauigronment (i.e. the appearance
of single pixel patches) skewing the metric andl@¢oot clearly be ascribed to the
effect of discharge variations (Obj. 2b). This Hights the importance of examining a
plan of the spatial distribution of the hydrauliatgh mosaic when interpreting the
value of each spatial metric. Mean proximity wa® timost variable aspect of
configuration for all patch types at all sites; 8tellow and/or slow patch types that
dominated each reachscape at low flow became esglant and more fragmented as
discharge increased anite versa for fast-flowing patch types (Obj. 2b). Reachscape
configuration (the arrangement of all hydraulicgbes) was also relatively invariant
to discharge variations (Obj. 2d). All five reacaige configuration metrics exhibited
minor variations within a relatively small rangewaflues at all flows and no statistical
differences in reachscape configuration were evidegstween flows (Obj. 2d).
Hydraulic patch turnover (change in location) vdrigetween patch types however
two general responses were evident (Obj. 2c¢). @kte$t hydraulic patch types at all
three sites (RA4, RS4, LB1 & LB4) were very spdyialynamic (high turnover) and
expanded rapidly into the thalweg as dischargecas®d (Obj. 2¢). The exception to
this rule was RS2 (shallow-fast) which was spatiaynamic but moved from the
thalweg at low flow into the margins at high floAll other patch types occurred in
relatively fixed locations in the channel, exhibgismall-moderate levels of turnover

and a gradual change in location as dischargeasere(Obj. 2c).

The relatively small changes observed in all aspecof configuration in response
to discharge variations suggest that the spatial piern, or configuration, of the
hydraulic patch mosaic is determined by channel maghology which remains
stable between channel forming dischargesviinor discharge-related variations in
configuration do occur, most noticeably at very libaw when the potential influence
of substrate and bedform topography to createadatdraulic heterogeneity had not
been fully realised/‘activated’ by discharge andvaty high flow when bedform
containment on the hydraulic environment startedeoline. As such configuration
will vary within a small range of values across thieole range of flows. Whilst the
overall spatial pattern of hydraulic patches wdatneely invariant to discharge, the

hydraulic character associated with patches inntlesaic did change, reflecting the
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variable hydraulic performance of bedforms undéedknt flow conditions. This was
evidenced by the transitioning between patch tygeparticular locations in the
channel. For example, a hydraulic patch was cfeassociated with the area of
deposition at the downstream extent of the Rivéw&gpe reach at all flows, however
its character transitioned between RS3, TZ and &Sdischarge increased. Similarly,
the character of the hydraulic patch associatell thié downslope area immediately
upstream of the large pool in the River Arrow reablanged from RA3 (moderate-
very slow) at low flows to RA1 (moderate-slow) abderate flow and to RA4

(moderate-fast) at high flows.

The results support the idea that hydraulic patstfiguration and composition are in
dynamic equilibrium and oscillate within a smalhge of values bounded by the fixed
template determined by channel morphology (Figu®).6Composition is more
temporally variable than configuration becauseit eary within a relatively invariant
configuration (Figure 6.7).These findings support Gostner et al’s (2013)
conclusion that geomorphic diversity creates the spial template for hydraulic
heterogeneity and discharge creates the temporal rglate for hydraulic
heterogeneity. Without further research it is not possible to staé with any
certainty how the different aspects of patch configration in other reach types
would respond to discharge variations.

Reachscape stat

D

Time
Figure 6.6. Conceptual diagram illustrating the ayic equilibrium of hydraulic

patch composition (red line) and configuration éline) in relation to the relative
stability of bedform morphology (black line) durisgb-bankfull flows. Variations in

composition and configuration are explained byatawns in flow.

212



WAL
SEP PP PP PP rry

AT e P R T e
| AL
| AL
| AL
| A
| A
| S
| AL

—’ PP A T

| AL

| I L
| AL
| A
| A
| S
| IS
PP A T
| I
| AL
| AL
| A
| S

Figure 6.7 Schematic diagram illustrating how lacganges in composition (different
patch types are indicated by shading/cross-hatgleizng occur within relatively minor

variations in the configuration of a patch mosaic.

This study quantifying hydraulic patch configuratics the first of its kind in a UK
river and as such there are no published resulth wihich to make direct
comparisons. Thoms et al. (2006) found that lamuscape index and patch shape
complexity were significant descriptors of the dguafation of velocity patches
between three weir pool reaches in the Murray R{@eistralia). Values varied most
at low flows but converged at high flow, howevete s xplained more differences in
configuration than flow. Whilst the relative impamnice of LSI and patch shape
complexity was not evident in this study, this migk explained by the very different
morphology of the reaches used in this study. &t fae difference in configuration
between this and Thoms et al's (2006) study strergg the argument that
configuration is a reflection of reach morphologyscott et al. (2002) investigated
the spatial configuration of aquatic habitats befand after flood flows and seasonal
flow pulses in a headwater braided channel in thgli@mento River. Their results
showed that at the temporal scale of flood flowsbitah composition and
configuration were invariant but turnover changed@2%, leading the authors to
conclude that the system provided an example ofstiifing mosaic steady state
model of landscape equilibrium. However at the terapscale of sub-bankfull flow
pulses aquatic habitat composition did vary and ws@selated with water level,
suggesting that systems are dynamic at a spatipeterh scale nested within the

“steady-state” of the shifting mosaic. The resytesented in this study, whilst
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conducted in a very different river system, alsggast that a level of dynamism is
present in the hydraulic environment. Howeverthat spatial scale of hydraulic
patches and the temporal scale of sub-bankfulhdigpe variations the results do not
support the shifting mosaic steady-state model umdhe proportion of hydraulic

patch types varied with discharge.

The potential influence of the study's limitationsn the results must be
acknowledged. Firstly, the behaviour of configuwsatmetrics may be more reliably
inferred from examination of longer reaches as fteguency of each patch type
increases and the relative influence of singledpipatches decreases. The
identification of similarities or differences inma-type patch configuration (class
level) between sites was confounded by the sitefspeclassification of hydraulic
patches. Ideally the same hydraulic patch clasdibo would be used at each site to
isolate changes in spatial configuration more ¢iffety. Furthermore, the small
number of sites used in this study, in combinatah the fact that reach morphology
differed between sites, meant that there was natugim statistical power to
satisfactorily test for discharge-related differemn configuration. Ideally data from
>3 very similar pool-rifile reaches would be requir for reliable inter-flow

comparisons.

Although the observed changes in configuration wemall in absolute terms they
may be ecologically significant. For example, snmatreases in patch area may make
a hydraulic patch useable by biota and changecakagical status from ‘potential’ to
‘active’. Conversely, a small decrease in the distato the nearest same-type patch
may enable migration from one patch to anothemgimg the status of the first patch
from *active’ to ‘degrading’. As such this work hesevance to the application of the
patch dynamics framework to the in-stream enviramn{®hite & Pickett, 1985;
Townsend, 1989, Fausch, 2002). Howeweological research on the relevance of
different spatial metrics and the sensitivity of bota to changes in metric values as
applied to in-stream habitats is urgently required It is suggested that particular
metric combinations are likely to have the mostlegical relevance. For example,
turnover statistics become much more relevant wioeisidered in combination with
the distance the patch moves; 100% turnover wighsmall distance is likely to be
less challenging to an organism than 100% turnover a large distance where the
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distance to the new patch may exceed the organistale of reference (Figure 6.8).

Similarly, considering the degree of contrast betw@atches in combination with

how interspersed they are is likely to have greatmlogical relevance than just a

measure of interspersion as the degree of conisakkely to affect whether an

organism can cross between two interspersed patakabustrated in Figure 6.8. It

was also clear from the results that the ecologilalvance of some metrics, such as

mean proximity, caonly be interpreted meaningfully in combination witherts. For

example, high mean proximity at the class scaleidicate two large patches close

together or many small patches (occupying the gammgortion of the reachscape in

total) close together. Where patch size is a Ihgitiactor, the latter reachscape may

be less ecologically favourable even though prayinsi the samelt is suggested that

future research is directed towards identifyoogmbinations of metricsthat explain

the variability in biotic distributions.
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Figure 6.8. Examples of ecologically favourabldt]{land unfavourable (right) patch

configurations, distinguishable only in terms ofrtmnations of patch configuration

metrics.

Until further research investigating the ecologiadevance of patch configuration is

conducted the implications of these results fowflmanagement are not clear.




Although configuration did not change much withatligrge some small changes to
aspects of configuration may prove to be ecolotyicalgnificant for individual
species, as discussed above. What is favourablenmispecies may be unfavourable
for another so the management of flow to produee‘dptimal’ patch configuration
would depend on the conservation objectives ofitrex in question. If most biota are
adapted to benefit from small, frequent variationsconfiguration, flow regime
alterations that affect the frequency and ratehainge of flow variations rather than
the flow magnitudeper se, may have the largest ecological impact. For exejg
hydropeaking regime may create a very static candiion of hydraulic patches
during minimum compensation releases which may uawe certain proportion of
species, increasing their abundance to the dettiofesthers, followed by a large and
rapid change in configuration during peak reledsas biota cannot adjust to quickly
enough as it is rarely experienced under natuoal ffonditions, resulting in a sharp

decline in abundance.

Figure 6.7 provides a speculative model of how rthenber of hydraulic patches,
flow-related variations in composition and the cdemfily of patch configuration
might vary in three morphologically contrasting ekatypes. The upper set of
diagrams illustrate the potential shape of the awlic data distribution at low (solid
line) and high (dotted line) flow, and how this midpe classified into hydraulic patch
types. The lower set of diagrams illustrate wherehehydraulic patch type is likely to
occur within the reach (planview) at low flow. Ieach type 1, a channelised
trapezoidal channel with no longitudinal topograpkariation and very minimal
lateral variation at the margins, it is suggesteat &t low flow the bivariate depth-
velocity distribution will be characterised by aryenarrow range of depths and a
relatively small range of velocities that differe¢ between hydraulic conditions at
the margins and everywhere else, resulting in glsi@ patch classification. It is
likely that the relative proportion of hydraulictph 2 (slower, marginal conditions)
will decrease as flows increase, resulting in ghsldecrease in diversity. Patches are
likely to be arranged in a simple, linear configiom parallel to the channel that is
invariant with flow. Channel type 2, a steep, hegtergy step-pool reach, is likely to
support an L-shaped hydraulic data distributionratiristic of reaches with a high
degree of longitudinal topographic variation, aplaked in Section 6.1.1. It is

probable that this channel type supports an intdiae number of hydraulic patch
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types broadly corresponding with the step (HP19,gbour pool (HP2), the pool tail
(HP3) and the pool margins (HP4). Consequentlytpdteersity will be higher than
in the channelized reach. As the bed morphologyery pronounced it is likely to
exert hydraulic control over a very wide range lofMs. As a result there is likely to
be minimal shift in the distribution at high flovsd no additional high flow-specific
patch types. However small changes in composigsulting from a reduction in the
proportion of the reach occupied by hydraulic pascht the pool margins and pool
tail are likely at high flow. The higher number patches increases the density of
edges and the complexity of the reachscape (LSB.dlso probable that the distance
to nearest same-type patch (ENN) and the overalkimity between all patches
(PROX) will be relatively high in this type of rdacowing to the small bedform
wavelength. It is proposed that Type 3, the powmleggtun-riffle reach, will be the
most spatially diverse and temporally dynamic, thoe reasons outlined in Section
6.1.1-6.1.3. Indeed, recent research has highlighiiee spatial diversity of
morphological units in gravel-cobble rivers (Wyri&kPasternack, 2014). It is openly
acknowledged that the model outlined in Figurei$ iighly speculative and based on
the findings from a small number of reaches evalliat this study. Further research

is needed to test these suggestions and extemdaitiel to other reach types.

6.2  Significance of the work to river habitat survey thwas, instream flow

modelling and river rehabilitation

River habitat surveys are typically carried outaasingle low flow when rivers are
wadeable and the channel bed and banks are matdeviRaven et al., 1997).
Consequently, relatively little is known about thigh flow environment. The results
presented in this study show that significant cleasnim hydraulic composition and
diversity occur at high flows which are not capturby standard methods of
assessment. As a result, hydraulic diversity mayubderestimated. However, as
previously discussed, the lack of robustness ohgfdraulic biotope classification at

high flows suggests that an alternative approaahidvibe required to capture changes
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Figure 6.9. Suggested model of hydraulic patch nyosiin three morphologically contrasting changpks; (1) trapezoidal, (2) step-pool and
(3) pool-glide-run-riffle. The upper diagrams inalie the shape of the hydraulic data distributiolowat(solid line) and how this shifts at high
(dashed line) flow. and suggests how the distrisutvould be classified into hydraulic patches. Tdveer diagrams provide a simplified
planview of the spatial configuration of hydraybatches in a theoretical reach.
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to patch composition at high flows. The applicatiohfuzzy cluster analysis to
delineate hydraulic patches defined by depth-velartiaracteristics and the transition
zones between them provides an alternative conakepiasis for physical habitat
characterisation that may provide an ecologicatlgvwant model of spatio-temporal
hydraulic diversity with which to explore biotic gliibutions and thus help in the

reconciliation between hydromorphology and ecology.

As Wiens (2002) stated, “patch context matterstyéner the spatial configuration of
habitat (WUA/biotopes/functional habitat) is noutimely quantified in river habitat
assessment. As a growing body of work continueketaonstrate the relevance of the
spatial arrangement of habitats to biotic distiifmg (Lancaster, 2000; Clark et al.,
2008; Kim & Lapointe, 2011; Martelo et al., 201#)e application of spatial analysis
becomes increasingly important to habitat/ecohydratudies. Whilst some recent
studies are beginning to incorporate a spatial agughr (e.g. Wyrick & Pasternack,
2014) this is still the exception rather than thker The methods for quantifying the
spatial configuration of the hydraulic patch mosautlined in this study could easily
be applied to modelled hydraulic data generatedhfdsitat modelling studies and
would provide useful spatially explicit, supplemamyt information about the
hydraulic environment. For example, some studies flave tried to relate weighted
usable area to biomass or biotic indices to vatidhe IFIM/PHABSIM model but
have found poor or negative correlations (e.g. @o&dAnnear, 1987; Beecher et al.,
2010) could, in part, be explained by differencesthe spatial configuration of
useable habitat patches, or by the location ofhisd®abitat patches within the overall
hydraulic patch mosaic. For example, it may be tisgable spawning habitat patches
must reach a certain minimum size threshold, bliwia certain distance of nursery
habitat and not be immediately adjacent to predatsrcompetitor’s preferred habitat
but near to suitable resting habitat. As such thantjfication of patch area, patch
contrast, proximity and interspersion would be ukdt is suggested that analysing
spatial characteristics of WUA would improve théfatientiation between available
habitat and useable habitat, which may improve phedictive power of habitat
models. The spatial configuration of hydraulic bjms could also be evaluated if a
spatially explicit map of biotopes was createdhat time of a river habitat survey —
this could be a useful extension of the method wwatld not require much additional

time or effort. The results of the study suggestildt spatial configuration of
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hydraulic patches reflects the influence of chanmelrphology on the hydraulic
environment and is relatively invariant to chanigedischarge. Therefore the fact that
river habitat surveys are routinely carried outlat flows should not present too
skewed an impression of biotope configuration,tasight about composition. It is
suggested that quantitative information about tpatial arrangement of biotopes
would strengthen the differentiation of reacheshwgitmilar biotope assemblages and
provide an ecologically-relevant interpretationtioé effects of channel modification
on the hydraulic environment. As a first step, duwd be beneficial to develop an
understanding of the spatial configuration of unified reaches so that deviations

from ‘reference’ conditions can be evaluated.

It is increasingly recognised that river rehabilda needs to be planned at a
catchment wide scale (Gilvear et al., 2013) howdweited resources often dictate
that small-scale mitigation measures are targetesgppecific problems, following the
principles of a ‘catchment acupuncture’ approachewsbn, 2010). Instream
restoration measures such as barrier removalntheduction of large woody debris
or flow deflectors, adding and/or reprofiling ré8 or bars, reprofiling banks and
removing bank protection aim to increase hydrabkterogeneity, guided by the
principle “build it and they will come” (Palmer at., 2005). However, post-project
appraisals to evaluate whether these measuresuacessful are rare and often
inadequate and qualitative where they are undeartéBernhardt et al, 2005; Jahnig et
al., 2011). Where scientific, quantitative postjpod appraisals have been carried out
evidence of success is mixed; with some studiesrti@g an increase in habitat
diversity and biodiversity (e.g. Gerhard & Reici)0R) and others reporting an
increase in physical heterogeneity but no ecoldgieaponse (e.g. Lepori et al.,
2005). Whilst it is acknowledged that increasindraylic heterogeneity is just one of
many factors that affect a river’s ecological healtaving reliable and accurate tools
to measure differences in the hydraulic environmeefore and after restoration is
important. It is suggested that the spatio-tempapgroach to hydraulic assessment
outlined in this study provides an ideal methodde- and post-project appraisal for
several reasons. Firstly it could be applied at odifred reaches to define the
“‘dynamic state” ¢ensu Palmer et al., 2005) that forms the guiding imdge
restoration efforts. Secondly, an analysis of tpatial arrangement of hydraulic

patches may help to explain why an increase indudr heterogeneity does or does
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not improve biodiversity. Similarly an analysis tiie temporal changes to the
hydraulic environment might indicate over what rargj flows different restoration

measures are most effective. Lastly, informatiooudlthe spatial configuration of the
pre-restoration hydraulic environment could helpdguthe placement of in-stream
restoration measures (e.g. large woody debris, fleflectors) to produce the most

ecologically favourable configuration of hydrautiatches post-restoration.

6.3 Further research

This study has presented a new way of represehtidgaulic heterogeneity in terms
of hydraulic patches and transition zones and hawmodstrated how the spatial
configuration and temporal dynamics of the hyd@aphtch mosaic can be quantified.
Whilst these methods appear promising and suggestibout their application have
been made, for hydraulic patches to help integrgtikomorphology and ecology and
provide useful tools for river research and managenthey must be related to the
larger-scale context of reach morphology and bewshto describe ecologically
meaningful units. Further research is needed tafgldow variations in channel
morphology affect the composition and configuratainthe hydraulic patch mosaic
and to evaluate the ecological significance of hAutlc patches, transition zones,
spatial metrics and flow-related changes to thepmsition of patches.

In order to better understand and quantify the tirlahip between channel
morphology and hydraulic diversity further applicas of the approach are required
across a range of reach types. Additional resestrolld aim to identify the hydraulic
patch mosaic “signature” of different reach typesl ajuantify how variations in
morphological characteristics, such as bedform @ndd, bedform wavelength,
cross-sectional shape and substrate size, chaagmthposition and configuration of
the hydraulic patch mosaic. This will help defirderence or baseline conditions for
future monitoring, help quantify, and potentiallyedict, the impact of channel
modification on the hydraulic environment and imforiver rehabilitation strategies.
It is recommended that three step-pool reachese thool-riffle-run-glide reaches and
three trapezoidal channelised reaches are sammlethat causes of variability

between types can be distinguished from causesitbinwype variability. Remote-
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sensing technology, such as UAVs, could be useambltect channel bathymetry data
suitable for running a hydrodynamic model at eaith. §his would overcome the
difficulty of collecting hydraulic data in steep dwwater reaches and minimise
sampling efforts. It is recommended that a wideyeaof spatial metrics are calculated
to describe the configuration of the hydraulic patsosaic at all sites which can be
reduced to a subset that best characterises thiggwation of each reach type.
Developing a hydrodynamic model at each site walldw the composition and
configuration at many more flows to be calculatedrsat flow-related changes could
be understood in more detail. This would providereninformation about the impact
of small changes to flow which is needed for enwinental flow design. Further
research could specifically quantify the effectcbfannel modification on hydraulic
patch configuration by comparing the configuratidran unmodified, partly modified

and heavily modified reach from the same river.

The alternative model of hydraulic classificatioregented in this thesis opens up
several new avenues for ecological research. Rudpglications of the methods
described here but supplemented with concurrerieci@n of biological data is
recommended so that the ecological relevance ofauid patches and transition
zones can be explored. As hydraulic patches aieeddéd after hydraulic data has
been collected it is recommended that biologicahias are taken at frequent
intervals along several longitudinal and laterahsects in a reach to ensure that biota
from a range of hydraulic patches are collectets #uggested that the resulting data
Is used to investigate the following questions. monerically-delineated hydraulic
patches describe ecologically distinct areas of tiydraulic environment? Do
transition zones act as instream ecotones andis/t&ir ecological role? Do they act
barriers to dispersal or support more diverse akagas? Does the hydraulic patch:
TZ model of the hydraulic environment help explthe patchy distribution of biota?
Could it be used as a proxy for biological diversir an indicator of ecological
health? Investigation of the ecological significaraf spatial metrics is also urgently
required. Which metrics or combinations of metris biota respond to? Do small
changes in configuration affect the ecological ustafpotential/active/degraded) of
hydraulic patches? It is suggested that experinhefiteme work where the
configuration of patches can be manipulated mosg#yemight be the most fruitful

approach for this type of analysis.
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Chapter Summary

The first part of this thesis (Ch. 3) presentedoaeh method for classifying the
hydraulic environment into relatively homogeneowydraulic patches, defined by the
joint distribution of depth and velocity, and thartsition zones (boundaries) between
them. The optimal classification depended on the,sshape and density of the data
distribution and hence is likely to differ betweesach types. The Gustafson-Kessel
fuzzy clustering algorithm provided some advantages fuzzy c-mean In this study
five spatially coherent hydraulic patch types wdedineated which were associated
with different bedforms or geomorphic features. Ttmansition zone occupied
between 18-30% of the reach at each site-flow coatlmn and it is suggested that
these may function as instream ecotones. The hicnaatch/transition zone model
of the hydraulic environment provides a new aveionecological research, in terms
of investigating biotic distributions and the eagtmal significance of hydraulic

patches and transition zones.

The second part of the thesis (Ch. 4 & 5) quamntifirow the composition and
configuration of hydraulic patches / transition @srvaried in response to changes in
flow. Composition varied most, with a gradual simfidominance from shallow, slow
patches to faster, deeper patches as flow increadgdraulic patch diversity
increased with discharge, peaking at high flows 8Q3) at all sites which, if
hydraulic patches area ecologically significant|wikave implications for flow
management strategies. Configuration varied vetle lwith flow at both the class
level and reachscape scales, suggesting that dhamm@hology determines the
spatial template for the hydraulic patch mosaiciciiis influential over a wide range
of flows. Further research into the effect of chelnmodification on patch

configuration and its stability over a range offiis recommended.

In summary this thesis adopted a landscape ecdigyework to evaluate the
instream environment and demonstrated how thediements of landscape pattern —
patch quality, composition, boundaries, patch cdnéad patch structure — can be
guantified as a basis for understanding how hydrapétterns at the reachscape scale

affect ecological patterns and processes.
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A.1 Introduction

Quantification of hydraulic patch dynamics requiregh resolution depth and

velocity measurements across the full range ofhadisyes. Using conventional stream
gauging methods, such as electromagnetic curreriersner Acoustic Doppler

Velocimeters, field data collection is time consogi expensive and limited to
wadeable flows. Consequently, most habitat studsss low resolution point data
collected at low to moderate flows (e.g. Jowet93Padmore, 1997; Parasiewicz,
2001; Harvey & Clifford, 2009). Hydraulic conditisrat high flows have either been

overlooked, visually estimated or simulated usigdrbdynamic models.

In the last 15 years the introduction of shallowtevaAcoustic Doppler Current
Profilers (ADCPs) has revolutionised stream gaugiige instruments are designed to
be towed across the water surface in a continuteedg movement between the
banks (moving transect) (Gordon, 1996; Teledyne, RDD5). High resolution cross-
profile depth and velocity distributions are cotest within a few minutes.
Conventionally these measurements are convertsttdam discharge, however if the
raw depth and velocity data could be extracted, RB@ould be a valuable tool for
ecohydraulic studies and could potentially elimenéte limitations of conventional
assessment methods (Shields et al., 2003; Stonetéhkiss, 2007).

Investigations into the application of ADCPs foressother than discharge
measurements have focused on its suitability tosomeaturbulence (Muste et al.,
2004a,b; Nystrom et al., 2007; Rennie & Church,72208econdary currents (Dinehart
& Burau, 2005a; Parsons et al., 2005), bed sheaesss{Rennie et al., 2002; Sime et
al., 2007) and sediment transport (Dinehart & Bur2005b; Merckelbach, 2006).
Adaptation of ADCPs to collect data suitable fodiaulic patch assessment has only
recently begun to be explored (Shields et al., 208®ne & Hotchkiss, 2007;
Malcolm et al., 2008; Gunawan et al., 2010). Sdvsignificant limitations have
already been highlighted. Firstly, ADCPs cannot snea near-surface or near-bed
velocities due to acoustic ringing and side lolderfierence, which compromises their
use for characterising benthic invertebrate haf8tine & Hotchkiss, 2007; Malcolm
et al., 2008; Gunawan et al., 2010). Secondly,abeuracy of ADCP data can be

adversely affected by turbulence, turbidity and mgvbeds, conditions typically
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associated with high flows, when use of ADCPs wdgdmost advantageous (Stone
& Hotchkiss, 2007; Malcolm et al., 2008). Thirdly,is not recommended to extract
data from a standard moving transect to charaetenisan velocity distribution as the
ADCP motion during the measurement can cause giivhuste et al., 2004; Gaeuman
& Jacobson, 2005). Instead ADCPs must be heldkat flocations to collect reliable
estimates of mean velocity (Muste et al., 2004)clvldompromises the opportunity to
collect full cross-profile distributions. Stone & okthkiss (2007) recommended
collecting point data for a 3-5 minute period tduee the effect of turbulence on the
estimate of velocity. However, this would increada&ta collection time beyond
conventional methods and would not be feasible &ohigh sampling-resolution
hydraulic assessment. Lastly, ADCPs require a mimndepth to operate=10 cm
for the StreamPro), which limits their use for &werising marginal and shallow
water areas (Malcolm et al., 2008). Malcolm et(2D08) recommend reverting to
standard current metering in these areas. Howkisecompromises the potential time
savings of using an ADCP and raises compatibiispies between ADCP and current

meter data.

ADCP data must be mined to extract depth and Wgladta and post-processed to
convert data to a form suitable for hydraulic pattfaracterisation. To maximise
compatibility between current meter and ADCP datalddim et al. (2008)
recommend exporting “Velocity Magnitude” from Winkrll (ADCP software),
extracting velocity at 0.6 depth and temporallyrageng measurements collected at
each fixed location. However these conclusions \baseed on a very small field trial
using data from just ten point measurements in alls8cottish burn. On closer
consideration of the operational differences betweerrent meters and ADCPs it
would seem that “Earth Projected Velocity” would the more suitable variable to
export. Current meter readings are the relativelyle product of velocity magnitude
and velocity direction. The two components cannet displayed separately.
Velocities in all directions are sensed and watewing in a downstream direction
+90degrees is given a positive value and water ngpwmn an upstream direction
+90degrees is returned as negative velocity (Fi¢gdrdn contrast, ADCPs measure
the magnitude and direction of velocity more prelgisand store each component
separately. “Velocity magnitude” is the averagersgth of velocity in all directions;

no directional threshold is applied to distinguistween positive (downstream) and
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negative (upstream) velocities. To do so, “Eartbjétated Velocity” (Ref. Bottom
Tracking) must be exported from WinRiverll. The useust specify the projection
angle corresponding with the streamwise directiims can be calculated from the
“Course Made Good” angle, displayed in the NavaatSection of the Composite
Tabular Window in WinRiverll (Teledyne RDi, 2007.24-25).

Downstream flow

Direction
of flow
0° 180°
360 Upstream flow
_
v

Figure 5. lllustration of how positive (downstreaamd negative (upstream) velocities

are differentiated by an electromagnetic currertemgrobe.

In view of the fact that using ADCPs for hydraufiatch assessment is a relatively
new application of the technology and Malcom es4R008) recommendations on
deployment and data mining/post-processing recordatemns were based on a very
limited trial at ten locations in a small Scottisbrn, additional field trials in local

conditions were deemed worthwhile.

A.2 Methods

Trials were carried out on 27-28th November 2008th&t River Arrow on the
declining limb of a flood hydrograph. Discharge via855m3/s (Q20) and 0.516m3/s
(Q42) respectively. The objectives were to a) eatdllcompatibility between ADCP
and current meter data collected at fixed locatifmmsl0 seconds and b) determine
procedures for exporting and post-processing AD&t.Eleven cross-sections were

selected in run, pool and glide CGUs. Velocity wampled for 10 seconds at 50cm

267



intervals on each cross-section using a Valepogttemagnetic current meter
(deployed at 0.6 depth) and a Teledyne RDi StrearABXCP. “Velocity Magnitude”
and “Earth Projected Velocity” were exported fromn®iverll to Excel for post-
processing and comparison. Velocity at 0.6 deptts watracted from the ten

ensembles (vertical profiles) collected at eachtion and averaged.

A.3 Reaults

A total of 94 locations were sampled using eachhotkt Compatibility between each
method at three cross-profiles is shown in FigureCéntrary to Malcolm et al.’s
(2008) findings, large discrepancies between ctirreater and ADCP “Velocity
Magnitude” data were evident, particularly at chelnmargins where eddying often
creates negative velocities. Figure 6 shows mudtetbagreement between current
meter data and ADCP “Earth Projected Velocity” tigatarly in the glide/backwater
cross-profile, where the pattern of positive andatiwe velocities concords. Total
mean velocity at the 94 sample locations was 0.13,760316m/s and 0.188m/s, as
measured by the current meter, ADCP “Velocity Magme” and ADCP “Earth
Projected Velocity” methods respectively. Pairwi@nparisons of mean velocity
measured using each method were performed usingdhe-Whitney U test. Results
showed a significant difference in mean velocityasweed by the current meter and
ADCP *“Velocity Magnitude” methods (Mann-Whitney UEZL.5, nl=n2=94,
p<0.05) and between the two ADCP methods (Mann-uélitU=2175.0, n2=n3=94,
p<0.05). However mean velocity measured using thleent meter and ADCP “Earth
Projected Velocity” methods was not significantiffetent (Mann-Whitney U=4245,
n1=n3=94, p>0.05).

A.4 Discussion

Malcolm et al. (2008) reported good compatibilitgtiween current meter data and
ADCP “Velocity Magnitude” data, provided velocity @.6 depth was extracted. This
contrasts with the significant difference foundtims study. Where ADCP “Earth
Projected Velocity” data were used, the mean diffee in velocity magnitude
recorded at the 94 point locations was reduced@1im/s (6%), a non-significant

difference. Small discrepancies between measuresmeade by each method are
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inevitable due to natural hydraulic variability otbe sampling period and the greater
directional precision of the ADCP streamwise vdlpdiata. The findings reflect the

5% accuracy rates between current meter and ADGRitxemeasurements reported
in other studies (Shih et al., 2000; Oberg, 2008eNér, 2003; Gunawan et al., 2008).

The results suggest that the potential time savirigssing an ADCP are lost by the
need to deploy the ADCP at fixed locations to easiata compatibility. In this study
a 10 second sampling period was used for each mezasnt. Even so, the average
time to sample a cross-profile at 50cm intervalemhaverage channel width was
3.8m was 15 minutes. A standard moving transect negsiired to configure the
ADCP at each cross-profile before point measuremeatild be taken. In addition,
supplementary current metering is necessary ishallow marginal areas. As such,
the main advantage of ADCP use is the ability thecbdata at high flows from the
safety of the river bank rather than providing aignificant time savings compared

with using current meters.

A5 Conclusions

The use of ADCPs for hydraulic patch assessmeatreatively new application of
the technology. Fixed location deployment and cdrefata mining and post-
processing are required to extract reliable eseémaf mean velocity (Muste et al.,
2004b; Malcolm et al., 2008). The results from ttrial suggest that 6% accuracy
rates between 10 second point velocity measurenneadie using a current meter and
StreamPro ADCP can be achieved, where “Earth RemjeWelocity” variable is
exported from WinRiverll. The results of the pilstudy formed the basis of data
collection methods used in the main study, which described in the following

section.
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River Arrow hydraulic patch classifications Appendix B
1 Fuzzy c-means classifications

Table 1. Cluster centroids for the 2 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 Deep 0.62 0.142
2 Shallow 0.23 0.242

MRV

= 0.85

Standardised velocity
=)
T

4 | 1 L L L 0.55
-2 -1 0 1 2 3 4

Standardised depth

Figure 1. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 2-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 2.
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Figure 2. Location and extent of clustersin the 2-FCM maximum likelihood
classification
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Table 2. Cluster centroids for the 3 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep- slow 0.70 0.052
2 Shallow-slow 0.22 0.108
3 Moderate-fast 0.37 0.616
MFV
4 - : ‘ 0.9
3l | 0.85
1 | .
% 1 y 0.7
E .
E or E 0.65
E
8 ; 0.6
@ -1 4
2+ - .
s ] 0.45
4 ! ! | | . 0.4

-2 -1 0 2 3 4

Stmdadilsed depth
Figure 3. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 3-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 4.
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Figure 4. Location and extent of clusters in the 3-FCM maximum likelihood
classification.
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Table 3. Cluster centroids for the 4 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 Deep-slow 0.87 0.092
2 Moderate-fast 0.36 0.646
3 Moderate-slow 0.43 0.046
4 Shallow-slow 0.16 0.138

4 il

Standardised velocity
o
T

0.3
Standardised depth

Figure 5. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)

and membership function value (MFV) contours for the 4-cluster fuzzy c-means

classification. Cluster numbers correspond to the imagesin Figure 6.
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Figure 6. Location and extent of clusters in the 4-FCM maximum likelihood
classification
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Table 4. Cluster centroids for the 5 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 Shallow-moderate 0.25 0.342
2 Shallow-slow 0.16 0.070
3 M oderate-slow 0.49 0.020
4 Moderate-fast 0.39 0.706
5 Deep-slow 0.91 0.092

0.8

0.7

Standardised velocity
[=]
T

F 05

E 04

4 I I I L L =03

Standardised depth
Figure 7. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 5-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 8.
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Figure 8. Location and extent of clusters in the 5-FCM maximum likelihood
classification
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Table 5. Cluster centroids for the 6 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth velocity

(m) (ms?)

1 Deep-slow 0.59 0.010
2 Shallow-slow 0.12 0.093
3 Moderate-fast 0.39 0.725
4 Moderate-slow 0.34 0.063
5 Very deep-slow 0.97 0.107
6 Shallow-moderate 0.26 0.407

MFV

Sandardised velocity
o
T

Sanadiieddemh
Figure 9. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster fuzzy c-means
classification. Cluster numbers correspond to the images in Figure 10.
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Figure 10. Location and extent of clusters in the 6-FCM maximum likelihood
classification
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Table 6. Cluster centroids for the 7 fuzzy c-means classification
Cluster Hydraulic description Mean Mean
depth  velocity
(m  (msh

1 Deep-slow 0.60 0.002
2 Shallow-slow 0.12 0.069
3 Moderate-slow 0.35 0.048
4 Shallow-moderate 0.20 0.328
5 Very deep-slow 0.97 0.089
6 Moderate-moderate 0.49 0.527
7 Moderate-fast 0.33 0.749

MRV

Standardised velocity
o
T

-4 ; : ; : : 0.2

- - Standardised depth

Figure 11. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 7-cluster fuzzy c-means
classification. Cluster numbers correspond to the images in Figure 12.
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Figure 12. Location and extent of clusters in the 7-FCM maximum likelihood
classification
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Table 7. Cluster centroids for the 8 fuzzy c-means classification
Cluster Hydraulic description Mean Mean
depth  velocity
(m  (msh

1 Very deep-slow 0.99 0.088
2 Shallow-slow 0.11 0.061
3 Shallow-moderate 0.20 0.405
4 Moderate-fast 0.32 0.755
5 Deep-slow 0.63 0.005
6 Moderate-moderate 0.53 0.581
7 Moderate-slow 0.38 0.015
8 Shallow-slow 2 0.28 0.193

MRV

Standardised velocity
=

4 I I I I I 02

Standardised depth
Figure 13. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 8-cluster fuzzy c-means
classification. Cluster numbers correspond to the images in Figure 14.
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Figure 14. Location and extent of clusters in the 8-FCM maximum likelihood
classification
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2. Gustasfon-K essel fuzzy covariance classifications

Table 8. Cluster centroids for the 2-cluster Gustaf son-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 Slow 0.42 0.049
2 Fast 0.34 0.517

MRV

Standardised velocity
o
T

4 | I ! | ! 0.55
-2 -1 0 1 2 3 4

Standardised depth

Figure 15. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 2-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 16.
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Figure 16. Location and extent of clusters in the 2-GK maximum likelihood
classification
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Table 9. Cluster centroids for the 3-cluster Gustaf son-Kessel classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms™?)
1 Deep- slow 0.63 0.019
2 Shallow-slow 0.21 0.145
3 M oderate-fast 0.38 0.630
MR/
4 0.9
3k 0.85
1 .
E or 0.65
3
8 0.6
B -1
2+ l
s ] 0.45
-4, _‘1 6 ‘1 ‘2 ‘3 4 0.4
Standardised depth

Figure 17. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 3-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the images in Figure 18.
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Figure 18. Location and extent of clusters in the 3-GK maximum likelihood
classification
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Table 10. Cluster centroids for the 4 Gustafson-K essel classification

Cluster Hydraulic Mean Mean
description depth (m) velocity
(ms™?)
1 Moderate-fast 0.39 0.690
2 Shallow-moderate 0.21 0.293
3 Deep-slow 0.71 0.009
4 Shallow-slow 0.27 0.054
MFV
4 0.9
al
e
g A 0.7
E or 0.6
5
5
& -1
25 —
S | 0.4
4 %) 0 1 5 3 4 0.3
Stendardised depth

Figure 19. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 4-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 20.
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Figure 20. Location and extent of clusters in the 4-GK maximum likelihood
classification.
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Table 11. Cluster centroids for the 5-cluster Gustafson-Kessal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 M oderate-slow 0.37 0.217
2 Shallow-slow 0.14 0.272
3 Moderate-very slow 0.38 0.001
4 Moderate-fast 0.39 0.696
5 Very deep-very slow 0.86 0.062

Standardised velocity
o

r 104

Standardised depth

Figure 21. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 5-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 22.
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Figure 22. Location and extent of clusters in the crisp 5-GK maximum likelihood
classification
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Table 12. Cluster centroids for the 6-cluster Gustaf son-K essel classification

Cluster Hydraulic Mean Mean
description depth (m)  velocity

(ms?)

1 Deep-slow 0.93 0.068
2 Shallow-slow 0.12 0.148
3 Moderate-fast 0.37 0.748
4 Deep-slow 0.54 -0.006
5 Moderate-slow 0.30 0.077
6 Moderate-moderate 0.31 0.453

Standardised velocity
o
T

4 I 1 L L ! 0.3

2 * ° SIanda'di]:;eddepth ? : N
Figure 23. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster Gustafson-Kessel

classification. Cluster numbers correspond to the images in Figure 24.
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Figure 24. Location and extent of clusters in the crisp 6-GK maximum likelihood

classification.
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Table 13. Cluster centroids for the 7-cluster Gustafson-Kessdl classification
Cluster Hydraulic description Mean Mean
depth  velocity
(m  (msh

1 Deep-slow 0.57 -0.008

2 Shallow-moderate 0.12 0.241

3 Moderate- very slow 0.26 0.015

4 Moderate-slow 0.33 0.201

5 Very deep-slow 0.95 0.065

6 Moderate-moderate 0.39 0.510

7 Moderate-fast 0.37 0.767
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3r 0.8
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3k B 0.3
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Standardised depth
Figure 25. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the images in Figure 26.
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0.21m’s?, Q87 0.30m’s!, Q70 0.42m’?', Q53 0.87m’s’, Q22 1.41m’s? Q13
Figure 26. Location and extent of clusters in the crisp 7-GK maximum likelihood
classification
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Table 14. Cluster centroids for the 8-cluster Gustafson-Kessdl classification
Cluster Hydraulic description Mean Mean
depth  velocity
(m  (ms)

1 Very deep-slow 0.95 0.061
2 Shallow-slow 0.13 0.185
3 Moderate-moderate 0.26 0.430
4 Moderate-fast 0.29 0.744
5 Deep-very slow 0.57 -0.013
6 Deep-fast 0.54 0.663
7 Shallow-very slow 0.26 0.008
8 Moderate-slow 0.36 0.174

MRV

Standardised velocity
o

-4, :‘I. 6 :‘I. ‘2 :‘% 4 0.2
Standardised depth
Figure 27. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster Gustafson-Kessel

classification. Cluster numbers correspond to the images in Figure 28.
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Figure 28. Location and extent of clusters in the crisp 8-GK maximum likelihood
classification.
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River Salwar pe hydraulic patch classifications Appendix C
1 Fuzzy c-means classifications

Table 1. Cluster centroids for the 2 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Moderate-fast 0.28 0.708
2 Shallow-slow 0.14 0.315
6 M':\/0.95
5T - 1 Boo
ar ‘ o 7 : ]
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% i ; i ; ; 4 oSS

standardi sed depth

Figure 1. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 2-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 2.
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0.53m’s", Q89 0.79m%", Q67 1.14m%’, Q38 1.63m’s’, Q21 1.84m’s’, Q16
Figure 2. Location and extent of clusters in the 2-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 2. Cluster centroids for the 3 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep-moderate 0.35 0.493
2 Moderate-fast 0.20 0.813
3 Shallow-slow 0.12 0.288
6 MFVOAQ
s- _ 0.85
ab B 0.8
i . ::;;‘ . . o
Citdnmiias
S 2r S 3 L T A =
E ': i : . j}% 0.65
5 ; | i‘(i:{ i 1
g ', i/{/ s | 0.6
i x T |

N
-
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~

standardised depth
Figure 3. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)

and membership function value (MFV) contours for the 3-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 4.
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0.53m’s*, Q89 0.79m’s®, Q67 1.14m’s’, Q38 1.63m’s’, Q21 1.84m’s’, Q16
Figure 4. Location and extent of clusters in the 3-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 3. Cluster centroids for the 4 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep-moderate 0.38 0.506
2 Moderate-fast 0.22 0.904
3 Moderate-moderate 0.18 0.477
4 Shallow-slow 0.10 0.202
6 MFV o
5l i
LT | .
3r - 0.7
2 0.6
8
B ’
17}
oF - 0.5
-1+ —
-2 . — '
3 1 0 1 2 3 4

standardised velocity

Figure 5. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 4-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 6.
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0.53m’*"%, Q89 0.79m’s’, Q67 1.14m’s’, Q38 1.63m’s’, Q21 1.84m’s’, Q16
Figure 6. Location and extent of clusters in the 4-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 4. Cluster centroids for the 5 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Shallow-moderate 0.15 0.592
2 Shallow-slow 0.09 0.203
3 M oderate-slow 0.23 0.337
4 Moderate-fast 0.23 0.936
5 Deep-slow 0.40 0.542
6 MFVO.Q
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Figure 7. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 5-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 8.
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Figure 8. Location and extent of clusters in the 5-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 5. Cluster centroids for the 6 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(msh)
1 Deep-moderate 0.42 0.510
2 Shallow-slow 0.08 0.179
3 Moderate-fast 0.21 0.983
4 Moderate-slow 0.22 0.278
5 Moderate-moderate 0.26 0.643
6 Shallow-moderate 0.13 0.545
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Figure 9. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 10.
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Figure 10. Location and extent of clusters in the 6-FCM classification (defuzzified
using the maximum likelihood rule).
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Table 6. Cluster centroids for the 7 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(msh)
1 Shallow-slow 0.08 0.146
2 Shallow-moderate 0.12 0.427
3 M oderate-slow 0.24 0.271
4 Shallow-fast 0.16 0.731
5 Deep-moderate 0.43 0.511
6 M oderate-moderate 0.28 0.628
7 M oderate-fast 0.24 1.028
6 MRV69
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Figure 11. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)

and membership function value (MFV) contours for the 7-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 12.
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0.53m’s?, Q89 0.79m’s?, Q67 1.14m’s?, Q38 1.63m’s’, Q21 1.84m’s?, Q16

Figure 12. Location and extent of clusters in the 7-FCM classification (defuzzified
using the maximum likelihood rule).

292



Table 7. Cluster centroids for the 8 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep-moderate 0.43 0.542
2 V shallow-v slow 0.07 0.143
3 Shall ow-fast 0.16 0.758
4 Moderate-fast 0.24 1.044
5 M oderate-slow 0.30 0.294
6 M oderate-moderate 0.28 0.649
7 Shallow-slow 0.18 0.299
8 Shallow-moderate 0.11 0.466
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Figure 13. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 8-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 14.
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Figure 14. Location and extent of clusters in the 8-FCM classification (defuzzified
using the maximum likelihood rule).
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2. Gustafson-K essal classifications

Table 8. Cluster centroids for the 2 Gustafson-Kessel classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep-mod/fast 0.29 0.711
2 Shallow-slow/mod 0.14 0.336
6 Y 0.95
5r 7 09
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Figure 15. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 2-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 16.
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Figure 16. Location and extent of clusters in the 2-GK classification (defuzzified
using the maximum likelihood rule).
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Table 9. Cluster centroids for the 3 Gustafson-Kessal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep-moderate 0.35 0.485
2 Shallow-slow 0.12 0.285
3 Moderate-fast 0.20 0.813
6 M09
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Figure 17. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 3-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 18.
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Figure 18. Location and extent of clusters in the 3-GK classification (defuzzified
using the maximum likelihood rule).
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Table 10. Cluster centroids for the 4 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Deep-moderate 0.39 0.517
2 Moderate-fast 0.23 0.858
3 Moderate-slow 0.20 0.306
4 Shallow-slow 0.09 0.389
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Figure 19. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 4-cluster Gustafson-K essel
classification. Cluster numbers correspond to the images in Figure 20.
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Figure 20. Location and extent of clusters in the 4-GK classification (defuzzified
using the maximum likelihood rule).
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Table 11. Cluster centroids for the 5 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Moderate-slow 0.22 0.319
2 Shallow-fast 0.14 0.672
3 Shallow-slow 0.08 0.226
4 Moderate-fast 0.26 0.863
5 Deep-moderate 0.40 0.534
6 MFVO.Q
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Figure 21. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 5-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 22.
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Figure 22. Location and extent of clusters in the 5-GK classification (defuzzified
using the maximum likelihood rule).
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Table 12. Cluster centroids for the 6 Gustafson-K essel classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 M oderate-slow 0.24 0.204
2 V shallow-dow 0.08 0.257
3 M oderate-fast 0.25 0.937
4 Shallow-mod/fast 0.14 0.716
5 Deep-moderate 041 0.572
6 M oderate-moderate 0.21 0.473
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Figure 23. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster Gustafson-K essel
classification. Cluster numbers correspond to the images in Figure 24.
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Figure 24. Location and extent of clusters in the 6-GK classification (defuzzified
using the maximum likelihood rule).
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Table 13. Cluster centroids for the 7 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 V shalow-slow 0.09 0.133
2 Shallow-moderate 0.12 0.423
3 Moderate-slow 0.26 0.268
4 Shallow-fast 0.15 0.764
5 Deep-moderate 0.43 0.540
6 Moderate-moderate 0.27 0.615
7 Moderate-fast 0.25 0.996
6 209
5l ]
0.8
al ]
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standardised velocity

0.4

standardised depth
Figure 25. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 7-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 26.

i F
A

0.53m’s", Q89 0.79m%", Q67 1.14m%’, Q38 1.63m’s’, Q21 1.84m’s’, Q16
Figure 26. Location and extent of clusters in the 7-GK classification (defuzzified
using the maximum likelihood rule).

299



Table 14. Cluster centroids for the 8 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 Deep-moderate 0.44 0.543
2 V shalow-moderate 0.09 0.435
3 Shallow-fast 0.15 0.789
4 Moderate-fast 0.25 0.999
5 Moderate-slow 0.29 0.252
6 Moderate-moderate 0.29 0.648
7 V shalow-slow 0.09 0.124
8 Shallow-moderate 0.18 0.413
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Figure 27. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 8-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 28.
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Figure 28. Location and extent of clusters in the 8-GK classification (defuzzified
using the maximum likelihood rule).
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Leigh Brook hydraulic patch classifications Appendix D
1 Fuzzy c-means classifications

Table 1. Cluster centroids for the 2 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 M oderate-moderate 0.28 0.625
2 Shallow-slow 0.13 0.198
5 2 0.95
ar 7 09
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g
B 10.7
1+ -
Al | | Hoss
aL i H0.6
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Figure 1. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 2-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 2.

0.23m’s?, Q87 0.37m’s?, Q65 0.61m’s?, Q54 0.99m’s?, Q23 1.3m’s?, Q12
Figure 2. Location and extent of clusters in the 2-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 2. Cluster centroids for the 3 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 M oderate-slow 0.30 0.301
2 Shallow-slow 0.09 0.210
3 Moderate-fast 0.23 0.777
5 Mo g
ak 4 0.85

0.75

0.7

0.65

0.6

standardised velocity

50.55

105

standardised depth

Figure 3. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 3-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 4.
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Figure 4. Location and extent of clusters in the 3-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 3. Cluster centroids for the 4 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 M oderate-fast 0.29 0.802
2 Shallow-moderate 0.14 0.512
3 M oderate-slow 0.30 0.179
4 Shallow-slow 0.08 0.130
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Figure 5. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 4-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 6.
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0.23m%%, Q87  0.37m’, Q65 0.61m’s’, Q54 0.99m’s’, Q23 1.3m’s’, Q12
Figure 6. Location and extent of clusters in the 4-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 4. Cluster centroids for the 5 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)

1 Moderately deep-
moderate 0.37 0.534
2 Shallow-slow 0.07 0.115
3 Shallow-moderate 0.13 0.462
4 Moderate-fast 0.22 0.910
5 Moderate-slow 0.26 0.132

5 M09

standardised velocity

I e T T B B

standardised depth
Figure 7. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 5-cluster fuzzy c-means

classification. Cluster numbers correspond to the imagesin Figure 8.
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Figure 8. Location and extent of clusters in the 5-FCM classification (defuzzified
using the maximum likelihood rule)
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Table 5. Cluster centroids for the 6 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(msh)
1 Moderately deep-slow 0.32 0.167
2 Shallow-slow 0.05 0.128
3 M oderate-fast 0.22 0.937
4 M oderate-slow 0.18 0.134
5 Moderately deep--
moderate 0.36 0.597
6 Shallow-moderate 0.13 0.498
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Figure 9. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 10.

0.23m%™*, Q87  0.37m’s’, Q65 0.61m’s?, Q54  0.99m’s? Q23 1.3m’s? Q12
Figure 10. Location and extent of clusters in the 6-FCM classification (defuzzified
using the maximum likelihood rule).

|
L N B

306



Table 6. Cluster centroids for the 7 fuzzy c-means classification

Cluster Hydraulic description Mean Mean

depth (m) velocity

(ms?)

1 Moderate-slow 0.18 0.120

2 Shallow-slow 0.05 0.107

3 Moderately deep-slow 0.32 0.155

4 Shallow-moderate 0.10 0.435
5 Moderately deep-

moderate 0.38 0.594

6 Moderate-moderate 0.21 0.587

7 Moderate-fast 0.22 0.997
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Figure 11. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)

and membership function value (MFV) contours for the 7-cluster fuzzy c-means
classification. Cluster numbers correspond to the imagesin Figure 12.
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0.23m%™*, Q87  0.37m’s*, Q65 0.61m’s?, Q54 0.99m’*, Q23 1.3m’*, Q12
Figure 12. Location and extent of clusters in the 7-FCM classification (defuzzified
using the maximum likelihood rule).
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Table 7. Cluster centroids for the 8 fuzzy c-means classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Moderately deep-slow 0.33 0.131
2 Shallow-slow 0.05 0.097
3 Moderately shallow-
moderate 0.15 0.670
4 Moderate-fast 0.23 0.998
5 Moderate-moderate 0.24 0.455
6 Moderately deep-
moderate 0.39 0.599
7 Moderate-slow 0.18 0.098
8 Shallow-moderate 0.10 0.376
5 o9
Al ]
0.8
A N S L ]
2 . 07
2 0.6
g or 7
§
1 b 0.5
2 —
0.4
-3+ |
“ 1 0 1 2 3 4 5

standardised depth
Figure 13. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 8-cluster fuzzy c-means
classification. Cluster numbers correspond to the images in Figure 14.
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0.23m%", Q87 0.37m’s", Q65  0.61m’s’, Q54 0.99m’s’, Q23 1.3m’s’, Q12
Figure 14. Location and extent of clusters in the 8-FCM classification (defuzzified
using the maximum likelihood rule).
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2. Gustafson-K essal classifications

Table 8. Cluster centroids for the 2 Gustafson-Kessal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Moderate-fast 0.26 0.681
2 Shallow-slow 0.15 0.180
5 MFVO.QS
- ] 0.9
sl i
0.85
ol i
g 08
E 0.75
g
v 07
1 |
Al | 0.65
3k _ 06
) 1 0 1 5 3 . L, 055
standardised depth

Figure 15. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 2-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 16.

0.23m%*%, Q87 0.37m’s’, Q65 0.61m’s’, Q54 0.99m’sh, Q23 1.3m’s?, Q12
Figure 16. Location and extent of clusters in the 2-GK classification (defuzzified
using the maximum likelihood rule).
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Table 9. Cluster centroids for the 3 Gustafson-Kessal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Moderate-slow 0.24 0.142
2 Shallow-moderate 0.09 0.323
3 Moderate-fast 0.29 0.745
5 M09
4 41 Bj085
3 | Bjos8
0.75
> 2 |
.*:g 0.7
21 ]
E 0.65
3 06
17}
-1 —
-0.55
2 N Y~ R 05
-3 - T F Hoss
4 ‘ ; ; : 5 ; 504
standardised depth

Figure 17. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 3-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 18.
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0.23m%*%, Q87 0.37m’s’, Q65  0.61m’s’, Q54  0.99m’s*, Q23 1.3m’s?, Q12
Figure 18. Location and extent of clusters in the 3-GK classification (defuzzified
using the maximum likelihood rule).
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Table 10. Cluster centroids for the 4 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity

(ms?)

1 Moderately deep-fast 0.31 0.769
2 Shallow-moderate 0.16 0.553
3 Moderate-slow 0.26 0.132
4 Shallow-slow 0.07 0.169

5 M09

standardised velocity

B | | | | | |
42 -1 0 1 2 3 4 5

standardised depth

Figure 19. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 4-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 20.

0.23m’s", Q87 0.37m’s%, Q65  0.61m’s’, Q54 0.99m’s’, Q23 1.3m’s*, Q12
Figure 20. Location and extent of clusters in the 4-GK classification (defuzzified
using the maximum likelihood rule).
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Table 11. Cluster centroids for the 5 Gustafson-K essel classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 M oderate-moderate 0.35 0.584
2 Shallow-slow 0.06 0.135
3 Shallow-moderate 0.14 0.453
4 Moderate-fast 0.21 0.912
5 M oderate-slow 0.26 0.107
5 M09
4+ _
"""" 0.8
al |
g 2 — 0.7
Eﬁ 0.6
=
1]
-1 * 05
2+ —

04
3+ —
I R B T

standardised depth

Figure 21. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 5-cluster Gustafson-K essel
classification. Cluster numbers correspond to the images in Figure 22.

0.23m%*, Q87  0.37m’s*, Q65 0.61m’s?, Q54 0.99m’s*, Q23  1.3m%?! Q12

Figure 22. Location and extent of clusters in the 5-GK classification (defuzzified
using the maximum likelihood rule).

312

a A W0 DN



Table 12. Cluster centroids for the 6 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 M oderate-slow 0.27 0.073
2 Shallow-slow 0.06 0.125
3 M oderate-fast 0.22 0.926
4 Shallow-moderate 0.11 0.531
5 Moderately deep-
moderate 0.37 0.610
6 M oderate-moderate 0.21 0.312
5 M09
s _
0.8
al |
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> 2r ]
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5
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3
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Figure 23. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 6-cluster Gustafson-Kessel
classification. Cluster numbers correspond to the imagesin Figure 24.
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0.23m’s?, Q87 0.37m’s?, Q65  0.61m’s*, Q54 0.99m’s?, Q23 1.3m’s?, Q12
Figure 24. Location and extent of clusters in the 6-GK classification (defuzzified
using the maximum likelihood rule).
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Table 13. Cluster centroids for the 7 Gustafson-K essal classification

Cluster Hydraulic description Mean Mean
depth (m) velocity
(ms?)
1 Moderate-slow 0.28 0.068
2 Shallow-slow 0.05 0.132
3 Moderately shallow-slow 0.16 0.204
4 Shallow-moderate 0.11 0.537
5 Moderately deep-
moderate 0.37 0.628
6 Moderate-fast 0.22 0.957
7 Moderate-moderate 0.27 0.405
5 M09
4+ _
0.8
al i
0.7
> 2r |
g 1- JF o6
3
8 O- i
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standardi sed depth

Figure 25. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 7-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 26.

1

0.23m%*, Q87 0.37m’s*, Q65 0.61ms?, Q54 0.99m’s*, Q23 1.3m’s™, Q12
Figure 26. Location and extent of clusters in the 7-GK classification (defuzzified
using the maximum likelihood rule).
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Table 14. Cluster centroids for the 8 Gustafson-K esseal classification
Cluster Hydraulic description Mean Mean

depth  velocity
(m  (msH

1 M oderate-slow 0.33 0.116
2 Shallow-slow 0.04 0.148
3 M oderate-fast 0.28 0.778
4 Moderately shallow-fast 0.18 0.909
5 M oderate-moderate 0.20 0.328
6 Moderately deep-moderate 0.40 0.586
7 Moderately shallow-slow 0.15 0.058
8 Shallow-moderate 0.11 0.520
5 M09
4 |
0.8
al |
0.7
> 2 i |
% 1k B 0.6
& or b 05
3
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Al Il 0.3
4 1 0 1 5 3 ; ;o2

standardised depth
Figure 27. Scatterplot of hydraulic data overlaid with cluster centroids (black circle)
and membership function value (MFV) contours for the 8-cluster Gustafson-K essel
classification. Cluster numbers correspond to the imagesin Figure 28.
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0.23m’s?, Q87 0.37m’s?, Q65 0.61m’s?, Q54 0.99m’s?, Q23 1.3m’s?, Q12
Figure 28. Location and extent of clusters in the 8-GK classification (defuzzified
using the maximum likelihood rule).
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Additional methods and results APPENDIX E

R code for resampling the diversity H’) of hydraulic patches

require(vegan)

### two samples with abundance data:

### 1st sample of counts (numbers representing hydraulic patches 1-n
at **FLOW 1**)

datl <—)C(**ADD VALUES OF HYDRAULIC PATCH COUNTS SEPARATED BY
COMMA* ¥

### 2nd sample of counts (numbers representing hydraulic patches 1-n
at **FLOW 2**)

dat2 <- c(**ADD VALUES OF HYDRAULIC PATCH COUNTS SEPARATED BY COMMA,
MUST BE SAME NUMBER OF HYDRAULIC PATCHES AS SITE 1%*%)

(divl=diversity(t(datl), "shannon"))
(div2=diversity(t(dat2), "shannon"))
(richl=sum(datl>0))
(rich2=sum(dat2>0))

(tr.diff.div=abs(divl-div2)) ### observed difference
(tr.diff.rich=abs(richl-rich2)) #HE ...

K=2000

pop.diff.div <- pop.diff.rich <- rep(NA,K) ### dataframe for

null population of differences
pop.diff.div[l]=tr.diff.div
pop.diff.rich[1]=tr.diff.rich

for(i in 2:kK){ ### loop to generate null
pop.diff. of differences
indl<-sum(datl) ### sum of individuals sample
no.1l
ind2<-sum(dat2) ### sum of ... no.2

pool<-c(rep(l:length(datl),datl), ### pooled sample with numbers
representing species
rep(l:length(dat2),dat2)) ### replicated as often as no.
of individuals

templ=sample(pool,indl, replace=T) ### resample no.l
temp2=sample(pool,ind2,replace=T) ### resample no.2

### calculate diversity:
divl.temp=diversity(t(tabulate(templ)),"shannon")
div2.temp=diversity(t(tabulate(temp2)),"shannon")

richl.temp=sum(tabulate(templ)>0)
rich2.temp=sum(tabulate(temp2)>0)

temp.diff.div=abs(divl. temp-div2.temp)
pop.diff.div[il=temp.diff.div
temp.diff.rich=abs(richl.temp-rich2.temp)
pop.diff.rich[i]l=temp.diff.rich}

(p.div=sum(pop.diff.div>=abs(tr.diff.div))/K)
(p.rich=sum(pop.diff.rich>=abs(tr.diff.rich))/K)

### diagramms to show null-distributions with obs. differences
pdf (file= "**FILE_NAME_HERE**.pdf", onefile = TRUE)

hizt(pgp.diff.div, breaks=100, xTab="Difference in Shannon diversity
index"

abline(v=tr.diff.div,1ty=3,col=2,lwd=2)

dev.off()
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Results of tests of significant differences betwedrydraulic patch diversity (H’)
significance test results

Table 1. p-values associated with differences in hydraulic patch type diversity
between each flow at the Leigh Brook site. Bold italic indicates highly significant
difference (p<0.001), italic indicates significant difference (p<0.05), and orange text
indicates no significant difference (p>0.05).

v low low mod high v high
0.26m°s? [0.38m%?* | 0.61m’s? [099m’st | 1.30 m’s?
Q87 Q67 Q45 Q23 Q14

Table 2. p-values associated with differences in hydraulic patch type diversity
between each flow at the River Salwarpe site. Bold italic indicates highly significant
difference (p<0.001), italic indicates significant difference (p<0.05), and orange text
indicates no sig difference (p>0.05).

v low low mod high v high
053m’st [0.79m’?! | 1.14m’s? | 1.63m’st | 1.84 m’s?t
Q89 Q67 Q38 Q21 Q17

Table 3. p-values associated with differences in hydraulic patch type diversity
between each flow at the River Arrow site. Bold italic indicates highly significant
difference (p<0.001), italic indicates significant difference (p<0.05), and orange text
indicates no significant difference (p>0.05).

v low low mod high v high
021 mst [030m’s? | 042m’st | 0.87m’st | 1.41m’s?
Q87 Q70 Q53 Q22 Q13
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Appendix F

River Arrow hydraulic patch
dynamics
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VL-L H-VH
Figure 1. Change in the location and extent of hydraulic patch type RA1 (moderate-
slow) between consecutive hydraulic surveys

[ other patch types
I no longer occupied

B newly occupied
Il occupied at both flows
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VL-L L-M M-H H-VH
Figure 2. Change in the location and extent of hydraulic patch type RA2 (shallow-
slow) between consecutive hydraulic surveys
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VL-L H-VH
Figure 3. Change in the location and extent of hydraulic patch type RA3 (moderate-
very slow) between consecutive hydraulic surveys

I other patch types
I no longer occupied

B newly occupied
Il occupiced at both flows
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VL-L H-VH
Figure 4. Change in the location and extent of hydraulic patch type RA4 (moderate-
fast) between consecutive hydraulic surveys

I other patch types
I no longer occupied

B newly occupied
Il occupiced at both flows
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VL-L H-VH
Figure 5 Change in the location and extent of hydraulic patch type RAS5 (very deep-
very-slow) between consecutive hydraulic surveys
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River Salwarpe hydraulic patch dynamics

Figure 1. Location and extent of hydraulic patch type RS1 (moderate-slow) at each
hydraulic survey (top row) and the change in location of RS1 between consecutive

hydraulic surveys (bottom row).
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0.53m3s*? 0.79 m’s? 1.14 m3s?t 1.63m’s? 1.84 m’s?t

»

4
, , , :
VL-L L-M M-H H-VH

Figure 2. Location and extent of hydraulic patch type RS2 (shallow-fast) at each
hydraulic survey (top row) and the change in location of RS2 between consecutive
hydraulic surveys (bottom row).
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0.53m%s?! 0.79 m’s* 1.14 m3s?t 1.63m’s? 1.84 m’s?t
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VL-L H-VH
Figure 3. Location and extent of hydraulic patch type RS3 (shallow-slow) at each
hydraulic survey (top row) and the change in location of RS3 between consecutive
hydraulic surveys (bottom row).
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H-VH

»

VL-L
Figure 4. Location and extent of hydraulic patch type RS4 (moderate-fast) at each

hydraulic survey (top row) and the change in location of RS4 between consecutive
hydraulic surveys (bottom row).
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0.53m%s?! 0.79 m’s?! 1.14 m3s?t 1.63 m’s?t 1.84 m’s?t

»
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VL-L L-M M-H H-VH

Figure 5. Location and extent of hydraulic patch type RS5 (deep-moderate) at each
hydraulic survey (top row) and the change in location of RS5 between consecutive
hydraulic surveys (bottom row).
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Leigh Brook hydraulic patch dynamics

i!!l B s

0.24 m’s? 0.41m3s 0.52m3s 0.99m3s 1.32m°’s

i ! ! )

H-VH

Figure 1. Location and extent of hydraulic patch type LB1 (moderate-moderate) at
each hydraulic survey (top) and the spatial turnover of LB1 between consecutive
hydraulic surveys (bottom).
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0.24 m’s? 0.41m3s 0.52m3s 0.99m3s 1.32m°’s
i ! ! l :
VL-L H-VH

Figure 2. Location and extent of hydraullc paftch type LB2 (shalow-slow) at each
hydraulic survey (top) and the spatia turnover of LB2 between consecutive hydraulic
surveys (bottom).
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0.24 m’s* 0.41m3s*? 0.52m3%s?t 0.99m3%s! 1.32m°s*
i ! ! I b
VL-L L-M M-H H-VH

Figure 3. Location and extent of hydraulic patch type LB3 (shallow-moderate) at each
hydraulic survey (top) and the spatia turnover of LB3 between consecutive hydraulic
surveys (bottom).
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0.24 m’s* 0.41m3s*? 0.52m3%s?t 0.99m3s? 1.32m°s*
i ! ! l b
VL-L L-M M-H H-VH

Figure 4. Location and extent of hydraulic patch type LB4 (moderate-fast) at each
hydraulic survey (top) and the spatia turnover of LB4 between consecutive hydraulic
surveys (bottom).
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0.24 m’s* 0.41m3s?t 0.52m3%s?t 0.99m3%s! 1.32m°s*
i ! ! lFLOW
VL-L L-M M-H H-VH

Figure 5. Location and extent of hydraulic patch type LB5 (moderate-slow) at each
hydraulic survey (top) and the spatial turnover of LB5 between consecutive hydraulic
surveys (bottom).

I other patch types
I no longer occupied

B newly occupied
Il occupiced at both flows

336



Appendix |

Wallis et al. (2012) paper

337



Full article redacted due to copyright restrictions

RIVER RESEARCH AND APPLICATIONS
River Res. Applic. (2010)

Published online in Wiley Online Library
(wileyonlinelibrary.com) DOI: 10.1002/rra.1468

A FRAMEWORK FOR EVALUATING THE SPATIAL CONFIGURATION AND TEMPORAL
DYNAMICS OF HYDRAULIC PATCHES

C. WALLIS,** 1. MADDOCK,* F. VISSER® and M. ACREMAN"

& Institute of Science and the Environment, University of Worcester, Henwick Grove, Worcester, UK
® Centre for Ecology and Hydrology, Crowmarsh Gifford, Wallingford, UK

ABSTRACT

A framework for evaluating the spatial configuration and temporal dynamics of hydraulic patches was tested in a UK lowland river.
Detailed hydraulic assessment was carried out at four discharges between 0.303m’s™' and 1.410m>s™" in a 56 m reach. Five
hydraulic patches, as combinations of depth and mean column velocity, and the transitional zones between them were delineated using
fuzzy cluster analysis. The composition and configuration of the hydraulic patch mosaic was quantified using spatial metrics. Results
showed that the proportion, size, shape and relative location of hydraulic patches all varied with discharge, however intermediate flows
appeared to support the most diverse hydraulic patch composition and configuration. This suggests the spatial influence of mesoscale
bedforms on hydraulic patches is mediated by temporal variations in discharge. Transitional areas between hydraulic patches occupied
a significant proportion of the reach at all flows (33-38%) and may function as in-stream ecotones. The framework addresses the need
for a quantitative, spatially explicit approach to hydraulic assessment which could be used to assess the implications of flow regulation
and hydromorphological alteration on hydraulic diversity. Copyright © 2010 John Wiley & Sons, Ltd.

KEY WORDs: hydraulic heterogeneity; patch dynamics; discharge; fuzzy cluster analysis

Received 7 May 2010; Revised 7 September 2010; Accepted 21 September 2010

INTRODUCTION heterogeneous nature of the hydraulic environment (Poole
etal., 1997; Legleiter and Goodchild, 2005). Physical biotopes
(Padmore, 1997; Wadeson and Rowntree, 1998) are currently
used as the standard meso scale unit of physical habitat in the
UK (Raven et al., 1997). Whilst rapid and cost-effective, this
approach is affected by operator variability (Roper and
Scarnecchia, 1995; Eisner et al., 2005), can obscure hydraulic
differences (Clifford et al., 2006) and imposes crisp
boundaries on hydraulic units. Previous work has demon-
strated the potential advantages of numerical classification
methods (cluster analysis) for delineating hydraulic units
quantitatively using a single (e.g. mean column velocity)
(Emery et al., 2003) or combination (e.g. depth, velocity and
substrate) of hydraulic variables (Inoue and Nakano, 1999).
Fuzzy cluster analysis has added advantages for classifying
continuous environmental data because it replaces the binary
group membership (0/1) associated with crisp, linear
boundaries with partial membership functions (0-1) that
reflect the degree to which each observation belongs to every
group in the classification, and in so doing better representing
ambiguous class boundaries (Zadeh, 1965; Bezdek et al.,
1984; Burrough, 1996; Arrell et al., 2007). Legleiter and
Goodchild (2005) showed that by using fuzzy cluster analysis
to delineate hydraulic patches it is possible to, “circumvent the
P — i : i . subjectivity of conventional habitat classification and provide
*Correspondence to: C. Wallis, Institute of Science and the Environment, . . .

University of Worcester, Henwick Grove, Worcester WR2 6AJ, UK. a richer representation that more falthfully honours  the
E-mail: c.wallis@worc.ac.uk complexity of the fluvial environment” (p. 30).

Understanding the links between hydromorphology and
ecology is a key research objective and will improve the
scientific basis for hydromorphological standards required
by the EU Water Framework Directive (WFD) and inform
river restoration (Petts et al., 2006; Renschler et al., 2007,
Sear, 2009; Vaughan et al., 2009). Meso scale interactions
between channel morphology and discharge create a
heterogeneous hydraulic environment which provides a
variety of in-stream habitats for freshwater biota (Maddock,
1999). By characterizing the hydraulic environment, it is
possible to evaluate hydromorphological conditions at an
ecologically relevant scale. Hydraulic heterogeneity can be
characterized by the relative proportion of hydraulic units
present (composition), their spatial arrangement (configur-
ation) and their temporal dynamics (change with discharge)
(Cadenasso et al., 2006). Each component has ecological
significance and should be incorporated into hydraulic
assessment methods to give a full account of hydraulic
heterogeneity (Newson and Newson, 2000).

Developing an accurate classification of hydraulic units
provides the foundation for effective assessment, but is not a
straightforward task given the complex, dynamic and

Copyright © 2010 John Wiley & Sons, Ltd.
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